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Introduction

This Appendix contains email correspondence for the PIPVIC project regarding network conditions. 

For each month, there is a short and a long version. The short versions contain one line summaries of each email. The long versions have the actual email as well as the one line summary. 

The email correspondence is summarised in Deliverable D1. 

January – Short Version

14th January, 1998.

Dave Price grabs a mtraces showing loss ulcc <-> rl.

Friday 16th January 1998.

Colin Perkins reports problems UCL <-> Essex.

Friday 16th January 1998.

An mtrace shows puzzling results at UCL

Friday 16th January 1998.

Loss reported to the NOSC

Friday 16th January 1998.

NOSC attribute loss to SMDS congestion

Monday 19th January 1998

Colin Perkins reports one way problem ULCC -> UCL

Monday 19th January 1998

John Andrews proposes tunnel bandwidth problems

Thursday 22nd January

Dave Price expresses concern at losses

Friday 23rd January.

Dave Price grabs another trace with loss ulcc<->rl.

Friday 30th January 1998.

Apparently purious video losses which have been occuring

with tranmissions from Exeter suddenly cease.

Friday 30th January 1998.

Ian Campbell explains the losses and why they have ceased.

Friday 30th January 1998

John Bucket notes importance of ICMP fault fix

Friday 30th January 1998

Dave Price notes that Aberystwyth had a similar problem

a while before and promises follow-up.

Friday 30th January 1998

Henry Hughes confirms reporting procedure to the NOSC.

January –  Long Version

14th January, 1998.


Dave Price grabs a mtraces showing loss ulcc <-> rl.


> Waiting to accumulate statistics... * * Results after 16 seconds:


>   Source        Response Dest    Packet Statistics For     Only For


> Traffic 128.16.64.45    224.0.1.32       All Multicast Traffic

> From 128.16.64.45

>      v       __/  rtt  441 ms    Lost/Sent = Pct  Rate       To

> 224.2.245.205 128.16.64.9 128.16.48.10    lea-c.cs.ucl.ac.uk

>      v     ^      ttl    1        0/1123 =  0%  70 pps     0/417  =

> 0%  26 pps 193.63.58.2 128.16.64.24    lea.cs.ucl.ac.uk

>      v     ^      ttl   24        2/1741 =  0% 108 pps     1/417  =

> 0%  26 pps 193.63.94.25    noc.ulcc.ja.net

>      v     ^      ttl   25       19/1739 =  1% 108 pps     7/416  =

> 2%  26 pps 193.63.94.99    mbone.ulcc.ja.net

>      v     ^      ttl   26     4663/8043 = 58% 502 pps   262/409  =

> 64%  25 pps 193.63.104.99   mbone.rl.ja.net

>      v     ^      ttl   27       -1/1401 =  0%  87 pps    -1/147  =

> 0%   9 pps 193.63.110.100  noc.bath.ja.net

>      v     ^      ttl   28        1/1387 =  0%  86 pps     0/148  =

> 0%   9 pps 144.124.16.6    dir.aber.ac.uk

>      v     ^      ttl   29       -5/1343 =  0%  83 pps     0/148  =

> 0%   9 pps 144.124.34.30 193.60.11.33    trollope.dcs.aber.ac.uk

>      v      \__   ttl   30          490         30 pps       148

>    9 pps 193.60.11.36    193.60.11.36

>   Receiver      Query Source 

> 

>   Source        Response Dest    Packet Statistics For     Only For

> Traffic 128.16.64.45    224.0.1.32       All Multicast Traffic

> From 128.16.64.45

>      v       __/  rtt  109 ms    Lost/Sent = Pct  Rate       To

> 224.2.245.205 128.16.64.9 128.16.48.10    lea-c.cs.ucl.ac.uk

>      v     ^      ttl    1        0/290  =  0%  29 pps     0/262  =

> 0%  26 pps 193.63.58.2 128.16.64.24    lea.cs.ucl.ac.uk

>      v     ^      ttl   24       -1/459  =  0%  45 pps     0/262  =

> 0%  26 pps 193.63.94.25    noc.ulcc.ja.net

>      v     ^      ttl   25       -5/460  =  0%  46 pps     0/262  =

> 0%  26 pps 193.63.94.99    mbone.ulcc.ja.net

>      v     ^      ttl   26      600/3765 = 16% 376 pps    71/262  =

> 27%  26 pps 193.63.104.99   mbone.rl.ja.net

>      v     ^      ttl   27        3/708  =  0%  70 pps     1/191  =

> 1%  19 pps 193.63.110.100  noc.bath.ja.net

>      v     ^      ttl   28       -1/492  =  0%  49 pps    -1/190  =

> 0%  19 pps 144.124.16.6    dir.aber.ac.uk

>      v     ^      ttl   29       -1/488  =  0%  48 pps     0/191  =

> 0%  19 pps 144.124.34.30 193.60.11.33    trollope.dcs.aber.ac.uk

>      v      \__   ttl   30          257         25 pps       191

>   19 pps 193.60.11.36    193.60.11.36

>   Receiver      Query Source

dap@aber.ac.uk said:

> Date: Fri, 16 Jan 1998 10:14:34 +0000 Message-ID: <3156.884945674@aber.

> ac.uk> From: D E PRICE <dap@aber.ac.uk>

> Dear "operations" (and PIPVIC colleagues),

> 
Aberystwyth MBONE Technical Contact here...

> 
We are again trying to hold a multisite video conference this morning

> between UCL, Aber, Exeter and others....for the UKERNA funded PIPVIC

> project (IP Videoconferencing trial) and again, like our meeting last

> wednesday, we appear to be experiencing significant MBONE loss on

> links or mrouters at or around ULCC. Any chance someone can check

> whether or not a fault is present or whether one of the MBONE routers

> or tunnels are overloaded please.

> Thanks,

> Dave Price

> Here's an mtrace I captured a few minutes ago...

> Waiting to accumulate statistics... Results after 10 seconds:

>   Source        Response Dest    Packet Statistics For     Only For

> Traffic 128.16.64.45    224.0.1.32       All Multicast Traffic

> From 128.16.64.45

>      v       __/  rtt  309 ms    Lost/Sent = Pct  Rate       To

> 224.2.245.205 128.16.64.9 128.16.48.10    lea-c.cs.ucl.ac.uk

>      v     ^      ttl    1     3606/4034 = 89% 403 pps     0/266  =

> 0%  26 pps 193.63.58.2 128.16.64.24    lea.cs.ucl.ac.uk

>      v     ^      ttl   24        6/871  =  1%  87 pps     2/266  =

> 1%  26 pps 193.63.94.25    noc.ulcc.ja.net

>      v     ^      ttl   25        1/865  =  0%  86 pps     4/264  =

> 2%  26 pps 193.63.94.99    mbone.ulcc.ja.net

>      v     ^      ttl   26     1149/4659 = 25% 465 pps   140/260  =

> 54%  26 pps 193.63.104.99   mbone.rl.ja.net

>      v     ^      ttl   27        1/770  =  0%  77 pps     0/120  =

> 0%  12 pps 193.63.110.100  noc.bath.ja.net

>      v     ^      ttl   28        1/485  =  0%  48 pps     0/120  =

> 0%  12 pps 144.124.16.6    dir.aber.ac.uk

>      v     ^      ttl   29        2/455  =  0%  45 pps     0/120  =

> 0%  12 pps 144.124.34.30 193.60.11.33    trollope.dcs.aber.ac.uk

>      v      \__   ttl   30          441         44 pps       120

>   12 pps 193.60.11.36    193.60.11.36

>   Receiver      Query Source

Friday 16th January 1998.

Colin Perkins reports problems UCL <-> Essex.

C.Perkins@cs.ucl.ac.uk said:

> There appears to be a problems with the multicast routing between

> Essex and noc.thouse.ja.net, with traffic from Essex to UCL working

> fine, but nothing going from UCL to Essex. I can't spot the problem

> immediately, but maybe someone in Essex can check the configuration of

> pesparc.essex.ac.uk?

Friday 16th January 1998.

An mtrace shows puzzling results at UCL

dap@aber.ac.uk said:

> 
I am not sure about the problems from Colin's email, but we have

> other problems too. Reception on video here is showing loss at 45% to

> 70+%. An mtrace to Colin's machine again shows hugh loss at or

> adjacent to ULCC again, just like we had Wednesday....

> Dave Price mtrace follows....

> Waiting to accumulate statistics... Results after 10 seconds:

>   Source        Response Dest    Packet Statistics For     Only For

> Traffic 128.16.64.45    224.0.1.32       All Multicast Traffic

> From 128.16.64.45

>      v       __/  rtt  309 ms    Lost/Sent = Pct  Rate       To

> 224.2.245.205 128.16.64.9     128.16.48.10    lea-c.cs.ucl.ac.uk 

>      v     ^      ttl    1     3606/4034 = 89% 403 pps     0/266  =

> 0%  26 pps 193.63.58.2     128.16.64.24    lea.cs.ucl.ac.uk 

>      v     ^      ttl   24        6/871  =  1%  87 pps     2/266  =

> 1%  26 pps 193.63.94.25    noc.ulcc.ja.net 

>      v     ^      ttl   25        1/865  =  0%  86 pps     4/264  =

> 2%  26 pps 193.63.94.99    mbone.ulcc.ja.net 

>      v     ^      ttl   26     1149/4659 = 25% 465 pps   140/260  =

> 54%  26 pps 193.63.104.99   mbone.rl.ja.net 

>      v     ^      ttl   27        1/770  =  0%  77 pps     0/120  =

> 0%  12 pps 193.63.110.100  noc.bath.ja.net 

>      v     ^      ttl   28        1/485  =  0%  48 pps     0/120  =

> 0%  12 pps 144.124.16.6    dir.aber.ac.uk 

>      v     ^      ttl   29        2/455  =  0%  45 pps     0/120  =

> 0%  12 pps 144.124.34.30   193.60.11.33    trollope.dcs.aber.ac.uk 

>      v      \__   ttl   30          441         44 pps       120

>   12 pps 193.60.11.36    193.60.11.36

>   Receiver      Query Source

Friday 16th January 1998.

Loss reported to the NOSC

Friday 16th January 1998.

NOSC attribute loss to SMDS congestion

dap@aber.ac.uk said:

> Dear All,

> 
I reported the MBone loss that was present during this mornings video

> meeting to the NOSC. Robert Stone responded and has been most helpful

> in providing a fairly complete reply and background information. The

> loss this morning was due to congestion on an SMDS link which is part

> of the route used to carry the MBONE tunnel from rutherford to ULCC.

> Robert's checks showed no unusual routing, and so seems to indicate

> that there is currently simply too much traffic for that SMDS link to

> carry. Re-routing the tunnel is not felt to be a viable option as

> other links would then become congested.

> Robert expects the situation to improve enormously once SuperJANET III

> starts into operational service. The date for SJIII to take over is

> expected to be some time in March, certainly before SJII ceases at the

> end of March. It would appear that `someone' at UKERNA is planning

> what the new MBone topology will be once SJIII is operational, but I

> do not yet know who that is.

> 
If Henry Hughes is not on the PIPVIC mailing list, then someone may

> wish to bring this observed MBone loss to his attention as it clearly

> has a significant implication for the quality we can deliver if the

> SMDS link used by the ULCC<->RL tunnel becomes congested. I have often

> observed loss in the past at exactly the point that the loss occurred

> today and Wednesday and so I suspect it may hit us again during our

> trials. To be fair, a quick check of the quality of a NASA

> transmission on as I type does NOT show any loss on the ULCC<->RL

> tunnel at the moment.

> Dave Price

Monday 19th January 1998

Colin Perkins reports one way problem ULCC -> UCL

C.Perkins@cs.ucl.ac.uk said:

> Dear "request" (cc: PIPVIC partners),

> I'm monitoring the language teaching session for the PIPVIC project,

> and we're seeing large amounts of packet loss on the Mbone link

> between ULCC  and UCL. This is occuring in the direction ULCC->UCL

> only, the reverse route seems to be unaffected. 

> The output of "mtrace -l 144.173.6.87 128.16.6.50  224.2.12.30" after

> it's been running for around 45 minutes is as follows:

>   Source        Response Dest    Overall     Packet Statistics For

> Traffic From 144.173.6.87    224.0.1.32       Packet      144.173.6.87

> To 224.2.12.30

>      |       __/  rtt  157 ms     Rate       Lost/Sent = Pct  Rate

>      v      /     hop   52 s     -------     ---------------------

> 144.173.6.61    xsgml.ex.ac.uk 

>      |     ^      ttl   25        24 pps        0/123  =  0%   9 pps

>      v     |      hop  -56 s      25 pps      916/10722=  9%  11 pps

> 193.63.110.100  noc.bath.ja.net 

>      |     ^      ttl   26        24 pps        0/123  =  0%   9 pps

>      v     |      hop -249 s      24 pps       17/9806 =  0%  10 pps

> 193.63.104.99   mbone.rl.ja.net 

>      |     ^      ttl   27        24 pps        2/123  =  2%   9 pps

>      v     |      hop  200 s      24 pps       20/9789 =  0%  10 pps

> 193.63.94.99    mbone.ulcc.ja.net 

>      |     ^      ttl   27       328 pps        0/121  =  0%   9 pps

>      v     |      hop   48 s     337 pps        3/9769 =  0%  10 pps

> 193.63.94.25    noc.ulcc.ja.net 

>      |     ^      ttl   29       324 pps       95/121  = 79%   9 pps

>      v     |      hop -829 ms    333 pps     6093/9766 = 62%  10 pps

> 128.16.64.24    128.16.6.40     laphroaig.cs.ucl.ac.uk 

>      |      \__   ttl   29        35 pps        ?/26           2 pps

>      v         \  hop 4068 ms     24 pps        ?/3673         4 pps

> 128.16.6.50        * * *       

>   Receiver      Query Source

> The loss patterns reported by the media tools show greater loss on the

> video session, than on the audio. This is consistent with the

> preferential packet drop behaviour based on IP port number of mrouted,

> leading me to suspect an overloaded tunnel/mrouter at ULCC to be the

> problem.

> Please can you investigate. 

Monday 19th January 1998

John Andrews proposes tunnel bandwidth problems

J.Andrews@cs.ucl.ac.uk said:

> Colin,

> 
Sorry for the delay in replying - unfortuantly I could not get at my

> mail this morning.   I'd like to have done a quick check that the IP

> path was ok at the time (although it usually is).  More likely, the

> bandwidth is too low on the tunnel into us (but that's a guess).

> I'll check more with Syngen at ULCC though.

> Thanks,

> John.

Thursday 22nd January

Dave Price expresses concern at losses

dap@aber.ac.uk said:

> Dear All,

> 
I am beginning to become quite concerned over the losses that are

> occurring in the UK MBone and which are adversely effecting our

> experiments.

> 
During this afternoons `tutor workshop' I again grabbed an `mtrace'

> when I observed that the loss on video was reaching levels over 80%. I

> include the trace later.

> 
I really wonder what our results will mean if losses carry on at

> these sort of levels.....

> Dave Price Mtrace from 128.16.64.45 to 193.60.11.36 via group

> 224.2.245.205 Querying full reverse path... * switching to hop-by-hop:

>   0  moin.dcs.aber.ac.uk (193.60.11.36)

>  -1  trollope.dcs.aber.ac.uk (193.60.11.33)  DVMRP  thresh^ 1

>  -2  dir.aber.ac.uk (144.124.16.6)  DVMRP  thresh^ 1

>  -3  * * * * noc.bath.ja.net (193.63.110.100) didn't respond

>  -4  * * *

>  -5  * * *

>  -6  * * Resuming...

>  -3  noc.bath.ja.net (193.63.110.100)  DVMRP  thresh^ 24

>  -4  mbone.rl.ja.net (193.63.104.99)  DVMRP  thresh^ 24

>  -5  mbone.ulcc.ja.net (193.63.94.99)  DVMRP  thresh^ 24

>  -6  noc2.ulcc.ja.net (193.63.94.26)  DVMRP  thresh^ 1

>  -7  * mrouter.ucl.ac.uk (128.40.22.218)  DVMRP  thresh^ 24

>  -8  * * * * pluto.cs.ucl.ac.uk (193.63.58.2) didn't respond

>  -9  * * Resuming...

>  -8  pluto.cs.ucl.ac.uk (193.63.58.2)  DVMRP  thresh^ 24

>  -9  lea-c.cs.ucl.ac.uk (128.16.48.10)  DVMRP  thresh^ 1 -10

> eucharisto.cs.ucl.ac.uk (128.16.64.45) Round trip time 216 ms

> Waiting to accumulate statistics... * Results after 13 seconds:

>   Source        Response Dest    Packet Statistics For     Only For

> Traffic 128.16.64.45    224.0.1.32       All Multicast Traffic

> From 128.16.64.45

>      v       __/  rtt 2100 ms    Lost/Sent = Pct  Rate       To

> 224.2.245.205 128.16.64.9 128.16.48.10    lea-c.cs.ucl.ac.uk

>      v     ^      ttl    1     4559/5798 = 79% 386 pps     0/134  =

> 0%   8 pps 193.63.58.2     pluto.cs.ucl.ac.uk

>      v     ^      ttl   24       -1/749  =  0%  49 pps     0/134  =

> 0%   8 pps 128.40.22.218   mrouter.ucl.ac.uk

>      v     ^      ttl   25       88/750  = 12%  50 pps    16/134  =

> 12%   8 pps 193.63.94.26    noc2.ulcc.ja.net

>      v     ^      ttl   26       -1/662  =  0%  50 pps     0/118  =

> 0%   9 pps 193.63.94.99    mbone.ulcc.ja.net

>      v     ^      ttl   27     1786/5517 = 32% 424 pps    48/118  =

> 41%   9 pps 193.63.104.99   mbone.rl.ja.net

>      v     ^      ttl   28       10/2930 =  0% 225 pps     0/70   =

> 0%   5 pps 193.63.110.100  noc.bath.ja.net

>      v     ^      ttl   29      196/2414 =  8% 185 pps    13/70   =

> 19%   5 pps 144.124.16.6    dir.aber.ac.uk

>      v     ^      ttl   30        2/1401 =  0% 107 pps     0/57   =

> 0%   4 pps 144.124.34.30 193.60.11.33    trollope.dcs.aber.ac.uk

>      v      \__   ttl   31          388         29 pps       57

>    4 pps 193.60.11.36    193.60.11.36

>   Receiver      Query Source

Friday 23rd January.

Dave Price grabs another trace with loss ulcc<->rl.

> Waiting to accumulate statistics... Results after 10 seconds:

> Mtrace from 128.16.64.45 to 193.60.11.36 via group 224.2.245.205

> 193.63.94.26    noc2.ulcc.ja.net

>      v     ^      ttl   26        0/830  =  0%  83 pps     0/65   =

> 0%   6 pps 193.63.94.99    mbone.ulcc.ja.net

>      v     ^      ttl   27      869/3906 = 22% 390 pps    37/65   =

> 57%   6 pps 193.63.104.99   mbone.rl.ja.net

>      v     ^      ttl   28        4/1040 =  0% 104 pps    -1/28   =

> -3%   2 pps 193.63.110.100  noc.bath.ja.net

>      v     ^      ttl   29        1/660  =  0%  66 pps    -2/29   =

> -6%   2 pps 144.124.16.6    dir.aber.ac.uk

>      v     ^      ttl   30        0/599  =  0%  59 pps     0/31   =

> 0%   3 pps 144.124.34.30 193.60.11.33    trollope.dcs.aber.ac.uk

>      v      \__   ttl   31          590         59 pps       31

>    3 pps 193.60.11.36    193.60.11.36

>   Receiver      Query Source

Friday 30th January 1998.

Apparently purious video losses which have been occuring

with tranmissions from Exeter suddenly cease.

dap@aber.ac.uk said:

> Dear Friends from Exeter (and other PIPVIC colleagues),

> 
As several of you may have noticed, we often see vic reporting video

> loss from Exeter. Gary and I, several weeks ago, came to the

> conclusion that this was largely spurious in some sense, and certainly

> that particular loss was NOT caused by network loss on the UK Mbone,

> but by something else.

> 
I have just noticed, that mid-way through this mornings meeting, the

> reported video loss from exeter has just changed to zero !! Have

> exeter altered anything on either their workstations, or have the

> network staff at Exeter reconfigured something perhaps??

> Dave

Friday 30th January 1998.

Ian Campbell explains the losses and why they have ceased.

I.L.C.Campbell@exeter.ac.uk said:

> Gary reported a number of apparently spurious messages in his syslog.

> On investigation it appeared that a bridge at Camborne School of Mines

> was sending back a "network unreachable" ICMP packet for each

> multicast that it received. It was temporarily unplugged at 10:30.

> Investigations will continue when the conference is finished.

> Ian -- 

Friday 30th January 1998

John Bucket notes importance of ICMP fault fix

J.Buckett@exeter.ac.uk said:

> Ian - that's **wonderful** news - this has been a nagging (and

> serious) problem for some time now, which we've tried lots of things

> to resolve, without success.  Gary was going to do a complete

> re-installation of the Indys, to try to tie down what was going wrong

> - so he'll be greatly relieved that we can leave that for the time

> being.

> John

Friday 30th January 1998

Dave Price notes that Aberystwyth had a similar problem

a while before and promises follow-up.

dap@aber.ac.uk said:

> Dear Ian and Friends,

> 
This is marvellous news. We too had an incident like this several

> years ago and we caused half a NASA broadcast to go down the pot....

> 
Anyway, the useful observeration is that our cause was a badly

> behaving Lantronix printer server box with a broken IP implementation.

> There are a set of `well known' causes of this fault, but I don't

> remember them all off hand. Bill Fenner or Van Jacobson out there in

> the Mbone world no doubt have a list...

> 
I'll have a look back through my old emails and see if I can see

> reports of any other things that might be the culprit..

> Dave Price

Friday 30th January 1998

Henry Hughes confirms reporting procedure to the NOSC.

H.Hughes@ukerna.ac.uk said:

> Dave,

> To confirm what was discussed during our meeting today. You will be

> PIPVICs technical interface to the JOD (JANET OPERATIONS DESK). In

> reporting faults could you please supply as much technical detail as

> possible. Could you also cc the message to Angela and myself, I would

> like to keep an eye on problems as they go through the system and

> insure they are dealt with promptly.

> The official procedure for reporting faults/problems is;

> 1) Report the problem/fault by e-mail to the JANET Operations Desk

> (JOD) operations@ja.net

> If the problem cannot be resolved e.g. the link is congested hence

> packet loss the next stage is;

> 2) Report the fault along with details to JANET Customer Service (

> service@ukerna.ac.uk ) specifying the problem as a "Service

> Performance Issue"

> We don't want to abuse the system but we do want results. To this end

> can you try to filter any problems to insure that only the important

> relevant issues are raised.

> Many thanks for taking on this role, Regards Henry 

February – Short Version

Monday 2nd February 1998.


Dave Price contacts Steve Casner re: ICMP faults


Monday 2nd February 1998.


Dave Price supplies further information on the ICMP fault.

Tuesday 3rd February 1998.

Henry Hughes announces an Mbone Operational Meeting

and asks if we have any points to raise.

Tuesday 3rd February 1998.

Ian Campbell replies to Henry

Tuesday 3rd February 1998

Dave Price replies to Henry

Wednesday 4th February 1998

Steve Casner provides feedback on ICMP faults

Wednesday 4th February 1998

Dave Price notes lack of traffic on the UK Mbone and failure

or the link to Europe.

Wednesday 4th February 1998

Gary Stringer confirms DAPs observations and notes a 

PIPVIC session due later at 5pm.

Wednesday 4th February 1998.

NOSC reposnds to MBone fault report and confirms UK MBone

appears o.k. but the continental link has failed and

they are chasing that.

Wednesday 4th February 1998

John Andrews reports UCL MBone seems o.k., but restarts

the multicast router anyway for confidence.

Friday 6th February 1998.

Gary Stringer reports problems with loss between ULCC <-> RL

during a PIPVIC session that morning.

Friday 6th February 1998.

Simon Lavington reports a "disasterous Polish session on Wednesday

4th February". He requests some guidance on mtrace and

also notes UCL people are going to visit Essex to

try to help.

Thursday 12th February 1998.

Bill Fenner reports other ICMP faults around

the world and notes offending sites and kit type.

Friday 13th February 1998.

Colin Perkins notes problems on the "new" link between UCL

and ULCC including a 48% loss report.

Friday 13th February 1998.

John Andrews replies and questions which UCL <-> ULCC tunnel

to use for the rest of the PIPVIC session in progress.

Friday 13th February 1998.

Colin suggests back to other tunnel.

Friday 13th February 1998.

John confirms.

Friday 13th February 1998.

Colin notes marginal improvement and talks about tunnel

bandwidth limits.

Friday 13th February 1998.

John Andrews suggests temporary direct UCL <-> Essex tunnel

to avoid problem.

Friday 13th February 1998.

Colin Perkins reports the collection of an RTPDump from morning session.

Friday 13th February 1998.

Colin asks about ways to check on behaviour of mrouted and John

Andrews replies.

Monday 16th February 1998.

Louise reports that the UK Mbone is to be "re-jigged" on the Tuesday 17th.

This involves a re-route of the ULCC <-> RL route.

The tunnel bandwidth limits were planned to be

increased to 2Mbit/sec on Tuesday 24th. This confirmed

a note from Henry Hughes in the previous PIPVIC weekly

meeting.

Tuesday 17th February 1998.

Colin Perkins reports availabilty of an RTPDump.

Tuesday 17th February 1998.

Dave Price asks what software we have to analyse RTPDumps.

Wednesday 18th February 1998.

Various air-conditioning problems at UCL cause computers

to have to be left off, causing the

loss of PIPVIC sdr announcements. Several emails chat about this.

The problem still remains on Thursday 19th February and we

all debate cancelling the scheduled PIPVIC seminar. In the end,

the machines come back on line just in time and the seminar

goes ahead.

Thursday 19th February 1998.

Colin Perkins confirms that we do not have any

software available to analyse RTPDumps, but

he is working on something.

Friday 20th February 1998.

Dave Price asks the NOSC for their plans to co-ordinate

site actions to match the planned increase of tunnel bandwidth

the following Tuesday.

Monday 23rd February 1998.

The NOSC reply to DAPs question are report scheduled

time for tunnel re-configuration to be about 14:00

Tuesday 24th.

Tuesday 24th February 1998.

Gary Stringer reports Exeter reconfigured to 2Mbit/sec.

Tuesday 24th February 1998.

Simon Lavington reports a problem with the new tunnels

at Essex, Louise notes problem not urgent as next

days session cancelled.

John Andrews offers to help Essex with a problem

on tunnel re-configuration.

Tuesday 24th February 1998.

Henry Hughes asks for confirmation of end-site

tunnel changes.

Tuesday 24th February 1998.

Dave Price reports oddities with new tunnels to the NOSC.

ULCC <-> UCL seems to be using the "wrong" tunnel and

and connectivity to Essex and other South East MBone locations

appears to have failed.

Tuesday 24th February 1998.

John Andrews notes noc.thouse.ja.net   appears to be down

Tuesday 24th February 1998.

Dave Price updates Henry Hughes.

Henry acknowledges email.

Tuesday 24th February 1998.

Dave Price reports another problem to the NOSC concerning

asymmetric  configuration of the RL <-> Bath tunnel.

Tuesday 24th February 1998.

Dave Price and Gary Stringer conduct some 2Mbit/sec trials

between Aberystwyth and Exeter. Some loss was noted with

high bandwidth sourced from Exeter and a small

level of loss in or around Aberystwyth.

Wednesday 25th February 1998.

John Andrews reports experiments and testing with UCL tunnels.

Wednesday 25th February 1998.

Henry Hughes acknowledges the Aber / Exeter tests and the

implication of an improved UK Mbone. Henry asks all

sites to carefully look at site infrastructure.

Wednesday 25th February 1998.

Dave Price reports some slight "NOSC liaison" issues

to Henry Hughes.

Wednesday 25th February 1998.

Louise passes on problems with tunnel re-configuration

at Westminster.

Wednesday 25th February 1998.

Henry Hughes confirms DAPs concerns reported above and

suggests escalation procedure if necessary.

Wednesday 25th February 1998.

Dave Price has exchanges email with Piete Brooks (Cambridge)

about PBs web access to mrouter SNMP information.

Thursday 26th February 1998.

Dave Price confirms to Henry Hughes that the above "NOSC"

issues are happily resolved. Dave Price also notes

that the NOSCs initial list of PIPVIC sites

was both wrong and incomplete.

Friday 27th February 1998.

Colin Perkins notes losses on the router out of UCL

and asks whether the correct tunnels are active.

Friday 27th February 1998.

Gary Stringer reports on the internal connectivity at Exeter

and also notes problems the previous day during a Spanish

seminar of losses on the MBone route via mcc.

Friday 27th February 1998.

The Aberystwyth firewall has "holes" added so that Dave Price

can use SNMP monitoring toools to check on the status

of the UK MBone routers.

February – Long Version

Monday 2nd February 1998.

Dave Price contacts Steve Casner re: ICMP faults

dap@aber.ac.uk said:

> Dear Steve,

> 
Back in Dec 1994, you identified that we were the source of BAD ICMPs

> from our site that were coming from Lantronix printer boxes. We fixed

> that...

> 
I now have reports from colleagues at another site who are

> co-operating with us on a project, that they appear to have a box of

> some form acting in a similar manner.

> 
Has anyone built up a list on known `rogues' that behave in this

> correct way that I might draw to the attention of my colleagues ...

> Thanks,

> Dave Price

Monday 2nd February 1998.

Dave Price supplies further information on the ICMP fault.

dap@aber.ac.uk said:

> Dear Ian and Friends,

> 
I have dug back through me email and found a couple of references to

> the BAD ICMP problem. Somewhat ironically, the one incident is

> referring to someone else suffering large traffic loss on a SGI box...

> 
The Exeter problems just might have contributed to the apparent loss

> we were seeing on the ULCC <-> RL tunnel. I shall attempt to monitor

> for BAD ICMPS next time we have a metting....

> Dave

> 
In our own incident ....

> =============== Investigations led us to identify the box as a

> LANTRONIX printerserver. The unit was running "Lantronix EPS1 version

> B3.0/66 (930208)" Inspection of the box configuration showed nothing

> odd and no other boxes appeared to create problems. One test (using

> VAT) then did indeed get other boxes to object but we have not been

> able to replicate that. Other routing equipment on site was

> reconfigured during the week and further tests seemed to show we were

> clean. We restarted the Mrouted but it soon became obvious the EPS box

> was objecting again. We shutdown MROUTED.

> Further investigation showed that it only objected for a small range

> of multicast addresses (in fact the only positive objection we can

> replicate is the channel that NASA video was using!).

> Our requests to Lantronix seemed to fall on deaf ears and it was not

> until we flipped though some software upgrade notes that had come with

> a newer box did we locate a `resolved problem' in a newer release that

> seems to reference fairly closely to our problem. In the newer release

> that have arranged to ignore IP multicasts altogether (they use them

> for LAT and Appletalk though).

> Colleagues recovered the up to date software versions from

> ftp.lantronix.com and we hope they will be installed at the end of

> this week (i.e. before 25 november 94).

> =========== In another incident of which I have records....

> ===========

> Last week we had a troublesome problem during our MBone multicasts of

> the Hamming lecture series.  Our transmission experienced 50% losses

> at the transmitting workstation!  This was surprising to us because

> there were no other significant processes running on the transmitting

> SGI Indy (hamming.me.nps.navy.mil).

> A variety of experiments and network tests gave conflicting results.

> Finally Mike McCann got us a copy of 'etherview' running locally.

> Etherview is a public-domain network visualizer program with a

> graphical display.  By filtering out TCP and UDP traffic we discovered

> that the school's mainframe (vm1.cc.nps.navy.mil, 131.120.50.50, VAX)

> was sending a constant stream of ICMP packets to our transmitting

> workstation.  This only occurred for streams occurring within NPS with

> ttl > 16.  Thus the 50% loss at the source.  Dropping the tunnel that

> tickled the mainframe removed the problem.

> ===============

Tuesday 3rd February 1998.

Henry Hughes announces an Mbone Operational Meeting

and asks if we have any points to raise.

H.Hughes@ukerna.ac.uk said:

> Dear all,

> I have a meeting scheduled for next Monday to discuss operational

> issues with the Mbone. Is there anything you would like me to raise?

> There was discussion at one of our meetings on "tunnel capacity" is

> this something you would like me to raise?

> If you would like any issues raised please e-mail me with details. If

> we want any specific changes made we need a reasonably sound technical

> case that it will improve the quality of service on the Mbone. If we

> can see improvements please provide as much detail as possible (within

> reason!!).

> Regards Henry

Tuesday 3rd February 1998.

Ian Campbell replies to Henry

I.L.C.Campbell@exeter.ac.uk said:

> Perhaps you could raise the comment made in the recent UKERNA report

> regarding packet loss problems in the JANET MBONE core.  I quote :-

> "1.3 IP Multicast A problem report was made during the quarter about

> possible packet loss  problems within the JANET MBONE core. A

> programme of tests have been agreed to  progress this issue and it is

> expected these will produce results in January  1998. The longer term

> issue of redesigning the MBONE core as part of the move  to the new

> SuperJANET III topology will also need to be addressed."

> Full reference is http://www.ja.net/documents/reports/

> winter97.html#1.3

> I have no personal knowledge of this.

> Ian

Tuesday 3rd February 1998

Dave Price replies to Henry

dap@aber.ac.uk said:

> Dear Henry and Friends,

> 
The `tunnel capacity', in particular, the rate limits set on the

> links to end sites is certainly an issue that I think all of us in

> PIPVIC would like to see addressed. As you will no doubt recall from

> the London get-together, we decided we would like the rate-limit on

> the site links raised to 2 mbits/sec with an appropriate change made

> to the core tunnels as well.

> 
Also, having an input into the MBone re-design plan might be

> appreciated. 

> 
As you may know, there is a small group looking at issues related to

> making Janet capable of carrying AV type traffic on which I am a

> member. "LLTAG Subgroup on Multiservices over JANET". I have been

> trying a little over the last week to re-awaken that group.

> Encouraging UKERNA (or whoever) to reconvene that group might also be

> useful.

> Dave Price

Wednesday 4th February 1998

Steve Casner provides feedback on ICMP faults

casner@precept.com said:

> Dave,

> 
Back in Dec 1994, you identified that we were

> the source of BAD ICMPs from our site that were coming

> from Lantronix printer boxes. We fixed that...

> Yes, I remember the email exhanges with you as part of my Sisyphean

> attempts to battle the tide of bad ICMPs during the last couple of

> years in my previous life at ISI.

> 
I now have reports from colleagues at another site

> who are co-operating with us on a project, that they appear to have a

> box

> of some form acting in a similar manner.

> 

> 
Has anyone built up a list on known `rogues' that

> behave in this correct way that I might draw to the attention

> of my colleagues ...

> The ones I remember were Banyan VINES servers, IBM AIX 2.1 systems,

> Macs running too old a version of MacTCP, some UNISYS system in

> Belgium, an ISDN modem/router, your Lantronix box, and some other

> unusual devices.

> Most recently, a bug in Cisco IOS version 11.2(8.4) or thereabouts

> caused bad ICMPs.  Cisco should know better!!!

> 






-- Steve 

Wednesday 4th February 1998

Dave Price notes lack of traffic on the UK Mbone and failure

or the link to Europe.

dap@aber.ac.uk said:

> Dear All,

> 
There currently appears to be various MBone faults. The link to

> Stockholm is showing as down and so European, US aetc conferences are

> not reaching the UK. I wonder however if there is some form of UK

> fault too as all the PIPVIC related announcements have also

> disappeared, infact my sdr window is empty other than entries created

> by myself and Gary Stringer as we have performed checks. I phoned UCL

> and chatted to someone who answered Colin Perkin's phone, he was going

> to ask Gavros to check what things looked like at UCL. Are the PIPVIC

> announcements still being made??

> 
I have emailed the NOSC with a report and I will  pass feedback to

> this list.

> Dave

Wednesday 4th February 1998

Gary Stringer confirms DAPs observations and notes a 

PIPVIC session due later at 5pm.

G.B.Stringer@exeter.ac.uk said:

> Hello Dave, and PIPVIC;

> On Wed, 04 Feb 1998 14:06:02 +0000 D E PRICE <dap@aber.ac.uk> wrote:

> ...aetc conferences are not reaching the UK. I wonder however

> if there is some form of UK fault too as all the PIPVIC related

> announcements have also disappeared, infact my sdr window...

>   Checking with mrinfo does indeed reveal that the Stockholm link is

> down;  it also shows that lea.cs.ucl.ac.uk is down too, which could be

> why  we're not receiving the PIPVIC announcements. Anyone at UCL

> confirm this?

> BTW, we're scheduled for a PIVIC session at 5pm, so hope to see a fix

> by  then...

> Gary

Wednesday 4th February 1998.

NOSC reposnds to MBone fault report and confirms UK MBone

appears o.k. but the continental link has failed and

they are chasing that.

robert@nosc.ja.net said:

> 

> Enquiry Number          : 000000000001016

> Short-Description       : MBONE Fault...

>     

>            We would at the moment appear to have various MBone

> oddities.

>    I note the the link to Stockholm is showing as down,

>    but I also wonder if we have some form of problem

>    internal to the UK too.

> 
The Stockholm mrouter appears to be down completely, not just at the

> multicast level. I've asked the manager if there is a problem with it.

> No reply yet.

>    I can currently see no UK sessions other than two deliberately

>    announced by myself and Exeter who have

>    just quickly performed a test between ourselves.

>     

>            This would therefore indicate that we are o.k. on-site and

> that the

>    Bath router noc.bath.ja.net is o.k..

>     

>    I expected however to see a few sessions from elsewhere but none

> are present.

> 
We are not aware of any problems with the UK MBONE. I've made a pass

> around all the backbone mrouters and while there are quite a few site

> tunnels marked as down there are a number that are up and running.

> Certainly all the backbone tunnels are up.

> Robert

Wednesday 4th February 1998

John Andrews reports UCL MBone seems o.k., but restarts

the multicast router anyway for confidence.

J.Andrews@cs.ucl.ac.uk said:

> Gary,

> 
Hello - the UCL-CS mrouter (lea.cs.ucl.ac.uk) is up and running ok as

> far as I can see, but I will restart it just in case.

> Thanks,

> John. 

Friday 6th February 1998.

Gary Stringer reports problems with loss between ULCC <-> RL

during a PIPVIC session that morning.

G.B.Stringer@exeter.ac.uk said:

> Hi Dave,

> Some info for your next report to the net operations people...

> More problems between ULCC and RL during this morning's meeting - see

> the  mtraces below. Link was only bad coming from UCL, reverse

> direction was  OK. We also had some intermittent loss on the

> Bath-Exeter link in same  direction (up to 60%) which caused severe

> problems, including (I think)  nt crashing with bad data. Though UCL

> were generally audible, the loss  combined with the inherent problems

> with Win95 made other participants  very difficult to follow.

> To change the subject, the Good News is that the PC audio problems

> seem  to have been pinned down to inaccurate sampling rates on the

> soundcards  (as compared to the precise 8KHz on most UNIX

> workstations) -- what  experience have you had with PC sound? Do you

> have anything that works  with full-duplex yet?

> Many thanks, as usual!

> Gary ---------------------- Gary Stringer - Arts Computing Officer

> Pallas, Computing in the Arts at University of Exeter, UK

> mailto:G.B.Stringer@exeter.ac.uk

> -------8<---------- Mtrace from 128.16.8.217 to 144.173.6.162 via

> group 224.2.245.205 Querying full reverse path... 

>   0  eeyore.ex.ac.uk (144.173.6.162)

>  -1  xsgml.ex.ac.uk (144.173.6.61)  DVMRP  thresh^ 1  

>  -2  noc.bath.ja.net (193.63.110.100)  DVMRP  thresh^ 24  

>  -3  mbone.rl.ja.net (193.63.104.99)  DVMRP  thresh^ 24  

>  -4  mbone.ulcc.ja.net (193.63.94.99)  DVMRP  thresh^ 24  

>  -5  noc2.ulcc.ja.net (193.63.94.26)  DVMRP  thresh^ 1  

>  -6  mrouter.ucl.ac.uk (128.40.22.218)  DVMRP  thresh^ 24  

>  -7  pluto.cs.ucl.ac.uk (193.63.58.2)  DVMRP  thresh^ 24  

>  -8  mighty.cs.ucl.ac.uk (128.16.8.217) Round trip time 112 ms

> Waiting to accumulate statistics... Results after 10 seconds:

>   Source        Response Dest    Packet Statistics For     Only For

> Traffic 128.16.8.217    144.173.6.162    All Multicast Traffic

> From 128.16.8.217

>      v       __/  rtt  125 ms    Lost/Sent = Pct  Rate       To

> 224.2.245.205 128.16.6.40     193.63.58.2     pluto.cs.ucl.ac.uk 

>      v     ^      ttl   24        1/577  =  0%  57 pps     0/71   =

> 0%   7 pps 128.40.22.218   mrouter.ucl.ac.uk 

>      v     ^      ttl   25       -1/640  =  0%  64 pps    -1/71   =

> 0%   7 pps 193.63.94.26    noc2.ulcc.ja.net 

>      v     ^      ttl   26       -4/706  =  0%  70 pps    -1/72   =

> 0%   7 pps 193.63.94.99    mbone.ulcc.ja.net 

>      v     ^      ttl   27     1840/4525 = 41% 452 pps    32/73   =

> 44%   7 pps 193.63.104.99   mbone.rl.ja.net 

>      v     ^      ttl   28        7/1209 =  1% 120 pps    -1/41   =

> -1%   4 pps 193.63.110.100  noc.bath.ja.net 

>      v     ^      ttl   29        7/1008 =  1% 100 pps     0/42   =

> 0%   4 pps 144.173.6.61    xsgml.ex.ac.uk 

>      v      \__   ttl   30          568         56 pps       42

>    4 pps 144.173.6.162   144.173.6.162

>   Receiver      Query Source

> Mtrace from 128.16.8.217 to 144.173.6.162 via group 224.2.245.205

> Querying full reverse path... 

>   0  eeyore.ex.ac.uk (144.173.6.162)

>  -1  xsgml.ex.ac.uk (144.173.6.61)  DVMRP  thresh^ 1  

>  -2  noc.bath.ja.net (193.63.110.100)  DVMRP  thresh^ 24  

>  -3  mbone.rl.ja.net (193.63.104.99)  DVMRP  thresh^ 24  

>  -4  mbone.ulcc.ja.net (193.63.94.99)  DVMRP  thresh^ 24  

>  -5  noc2.ulcc.ja.net (193.63.94.26)  DVMRP  thresh^ 1  

>  -6  mrouter.ucl.ac.uk (128.40.22.218)  DVMRP  thresh^ 24  

>  -7  pluto.cs.ucl.ac.uk (193.63.58.2)  DVMRP  thresh^ 24  

>  -8  mighty.cs.ucl.ac.uk (128.16.8.217) Round trip time 165 ms

> Waiting to accumulate statistics... Results after 9 seconds:

>   Source        Response Dest    Packet Statistics For     Only For

> Traffic 128.16.8.217    144.173.6.162    All Multicast Traffic

> From 128.16.8.217

>      v       __/  rtt  379 ms    Lost/Sent = Pct  Rate       To

> 224.2.245.205 128.16.6.40     193.63.58.2     pluto.cs.ucl.ac.uk 

>      v     ^      ttl   24       16/402  =  4%  44 pps     0/60   =

> 0%   6 pps 128.40.22.218   mrouter.ucl.ac.uk 

>      v     ^      ttl   25        0/458  =  0%  50 pps     0/60   =

> 0%   6 pps 193.63.94.26    noc2.ulcc.ja.net 

>      v     ^      ttl   26        0/513  =  0%  57 pps    -1/60   =

> -1%   6 pps 193.63.94.99    mbone.ulcc.ja.net 

>      v     ^      ttl   27     1530/3932 = 39% 436 pps    23/61   =

> 38%   6 pps 193.63.104.99   mbone.rl.ja.net 

>      v     ^      ttl   28       -2/1030 =  0% 114 pps     0/38   =

> 0%   4 pps 193.63.110.100  noc.bath.ja.net 

>      v     ^      ttl   29        0/400  =  0%  44 pps     0/38   =

> 0%   4 pps 144.173.6.61    xsgml.ex.ac.uk 

>      v      \__   ttl   30          396         44 pps       38

>    4 pps 144.173.6.162   144.173.6.162

>   Receiver      Query Source

> Mtrace from 128.16.8.217 to 144.173.6.162 via group 224.2.245.205

> Querying full reverse path... 

>   0  eeyore.ex.ac.uk (144.173.6.162)

>  -1  xsgml.ex.ac.uk (144.173.6.61)  DVMRP  thresh^ 1  

>  -2  noc.bath.ja.net (193.63.110.100)  DVMRP  thresh^ 24  

>  -3  mbone.rl.ja.net (193.63.104.99)  DVMRP  thresh^ 24  

>  -4  mbone.ulcc.ja.net (193.63.94.99)  DVMRP  thresh^ 24  

>  -5  noc2.ulcc.ja.net (193.63.94.26)  DVMRP  thresh^ 1  

>  -6  mrouter.ucl.ac.uk (128.40.22.218)  DVMRP  thresh^ 24  

>  -7  pluto.cs.ucl.ac.uk (193.63.58.2)  DVMRP  thresh^ 24  

>  -8  mighty.cs.ucl.ac.uk (128.16.8.217) Round trip time 397 ms

> Waiting to accumulate statistics... Results after 9 seconds:

>   Source        Response Dest    Packet Statistics For     Only For

> Traffic 128.16.8.217    144.173.6.162    All Multicast Traffic

> From 128.16.8.217

>      v       __/  rtt  106 ms    Lost/Sent = Pct  Rate       To

> 224.2.245.205 128.16.6.40     193.63.58.2     pluto.cs.ucl.ac.uk 

>      v     ^      ttl   24        1/493  =  0%  54 pps     0/66   =

> 0%   7 pps 128.40.22.218   mrouter.ucl.ac.uk 

>      v     ^      ttl   25      -11/547  = -1%  60 pps    -1/66   =

> -1%   7 pps 193.63.94.26    noc2.ulcc.ja.net 

>      v     ^      ttl   26       -2/612  =  0%  68 pps     0/67   =

> 0%   7 pps 193.63.94.99    mbone.ulcc.ja.net 

>      v     ^      ttl   27     1553/4239 = 37% 471 pps    29/67   =

> 43%   7 pps 193.63.104.99   mbone.rl.ja.net 

>      v     ^      ttl   28       -1/1157 =  0% 128 pps    -2/38   =

> -4%   4 pps 193.63.110.100  noc.bath.ja.net 

>      v     ^      ttl   29        2/533  =  0%  59 pps    -1/40   =

> -2%   4 pps 144.173.6.61    xsgml.ex.ac.uk 

>      v      \__   ttl   30          525         58 pps       41

>    4 pps 144.173.6.162   144.173.6.162

>   Receiver      Query Source --- End Forwarded Message ---

Friday 6th February 1998.

Simon Lavington reports a "disasterous Polish session on Wednesday

4th February". He requests some guidance on mtrace and

also notes UCL people are going to visit Essex to

try to help.

lavis@essex.ac.uk said:

> Dave: Yes, we wondered what had become of you!

> As Angela knows, we had a disasterous Polish session on Wednesday. Our

> impression is that Shrimp tools for W95 PCs are still very fragile.

> There also seem to be network-related problems (eg limited local

> bandwidth? SuperJANET bandwidth?  general traffic congestion? MBone

> router fragility?).  In sum, therefore, there are technical

> difficulties largely outside our control which are seriously reducing

> the benefits to end-users of the SSEES/Essex Polish course.  

> Angela has kindly agreed that Kris comes to Essex for the Polish

> session on Wed. 11th.  This is just as well, since my main PIPVIC RA

> (Richard Gamble) leaves the University on 13th Feb. to take up a job

> in industry and there will be an inevitable inter-regnum until his

> successor takes up the job.  Sue Sharples will give temporary cover as

> a 'Lab. Demonstrator', though her involvement is limited under EPSRC

> rules to a max. of 6 hours per week.  My other RAs are involved in

> unrelated research (parallel data mining).  

> We still hope you can give us some mtrace guidance.

> Regards, Simon

Thursday 12th February 1998.

Bill Fenner reports other ICMP faults around

the world and notes offending sites and kit type.

fenner@parc.xerox.com said:

> In November, we discovered that there are still a number of systems

> that respond to multicast packets with ICMP errors.  Most of these are

> attributable to a bug that crept into IOS around the 11.2(8.1)

> timeframe.

> If your router is on this list and it is a cisco, please upgrade it to

> 11.2(9.1) or later.  The IOS bugID is CSCdj43447.  If your router is

> on this list and it is not a cisco, please contact your vendor for a

> solution to the problem.

> Here is the list of sites that were on the list that I sent in

> November that are still causing the problem:

> IP address      Type    Hostname
Router type ----------      ----

> --------        ----------- 128.252.157.1
Port
?
cisco Version 11.2(9)

> mrouter 128.82.254.11
Port
?
cisco 11.2 mrouter 128.82.254.12
Port
?

> cisco 11.2 mrouter 128.95.1.9
Port
cisco3640.cs.washington.edu
cisco

> Version 11.2(8.3)P mrouter 130.111.1.49
Port
gw-orono.caps.maine.edu

> cisco 11.2 mrouter 131.188.185.100
Net
lancom1.linguistik.uni-erlangen.

> de
ELSA MicroLink LANCOM 134.55.23.67
Port
esnet2-es-fddi2.es.net

> cisco 11.2 mrouter 172.16.199.2
Port
? 199.94.193.90
Port

> maine.bbnplanet.net
cisco 11.2 mrouter

> Here is the list of sites that have started sending ICMP unreachables

> since the monitoring in November:

> IP address      Type    Hostname
Router type ----------      ----

> --------        ----------- 128.186.254.7
Port
fddi10.c7507.dsl.fsu.edu

>  128.193.40.226
Port
cat5k-gw.ENGR.ORST.EDU 128.59.45.12
Host

> butler-gw.net.columbia.edu 129.143.103.118
Port
? 129.143.61.6
Port
?

> 130.206.1.6
Host
? 130.83.127.4
Port
cis23.hrz.tu-darmstadt.de

> 130.83.127.8
Port
cis4181c.hrz.tu-darmstadt.de 130.85.14.2
Port

> rsm1.umbc.edu 131.188.7.66
Port
toptenn.gate.uni-erlangen.de

> 131.188.7.8
Port
sashimi.gate.uni-erlangen.de 131.215.254.50
Host

> SteeleBasementCat5500RSM.ilan.caltech.edu 132.176.114.248
Port

> C45-Pro8-1A.fernuni-hagen.de 134.55.23.66
Port
esnet-lbl.es.net

> 139.30.251.20
Port
? 140.172.9.254
Port
mss-brdwy-T1-2.boulder.noaa.gov

>  143.108.24.1
Port
mbone.ansp.br 143.93.173.3
Port
moerin.Fh-Worms.DE

> 157.130.160.94
Port
noaa-gw.customer.ALTER.NET 188.1.10.62
Port

> DFN-GS-Stuttgart1.WiN-IP.DFN.DE 188.1.11.106
Port
KR-FH-Worms1.WiN-IP.D

> FN.DE 188.1.11.18
Port
? 188.1.162.50
Port
DFN-Berlin1.WiN-IP.DFN.DE

> 188.1.3.252
Port
mr-hamburg1.win-ip.dfn.de 188.1.4.118
Port
?

> 188.1.4.142
Port
gigacisco.hrz.uni-bielefeld.de 188.1.6.30
Port
?

> 188.1.6.78
Port
DSHS.WiN-IP.DFN.DE 188.1.7.252
Port

> mr-leipzig1.win-ip.dfn.de 188.1.9.252
Port
mr-nuernberg1.win-ip.dfn.de

> 193.174.226.10
Port
mr-hannover1.win-ip.dfn.de 193.174.226.2
Port

> mr-stuttgart1.win-ip.dfn.de 193.174.226.38
Port
mr-koeln1.win-ip.dfn.de

>  198.128.16.11
Port
lbl-lc1-1.es.net 199.44.5.226
Port

> fsu-bgp.sprintans.net

Friday 13th February 1998.

Colin Perkins notes problems on the "new" link between UCL

and ULCC including a 48% loss report.

C.Perkins@cs.ucl.ac.uk said:

> Hi,

> Looks like the "new" tunnel between UCL and ULCC is causing

> problems...

> Mtrace from 155.245.222.9 to 128.16.64.45 via group 224.2.245.205

> Querying full reverse path... * switching to hop-by-hop:

>   0  eucharisto.cs.ucl.ac.uk (128.16.64.45)

>  -1  ess3.cs.ucl.ac.uk (128.16.64.9)  DVMRP  thresh^ 1  

>  -2  pluto.cs.ucl.ac.uk (193.63.58.2)  DVMRP  thresh^ 1  

>  -3  mrouter.ucl.ac.uk (128.40.22.218)  DVMRP  thresh^ 8  

>  -4  noc2.ulcc.ja.net (193.63.94.26)  DVMRP  thresh^ 24  

>  -5  * * mbone.ulcc.ja.net (193.63.94.99)  DVMRP  thresh^ 1  

>  -6  * * noc.thouse.ja.net (193.62.157.234)  DVMRP  thresh^ 24  

>  -7  * * pesparc.essex.ac.uk (155.245.211.24)  DVMRP  thresh^ 24  

>  -8  sh580.essex.ac.uk (155.245.222.9) Round trip time 89 ms; total

> ttl of 28 required.

>   Waiting to accumulate statistics... Results after 10 seconds:

>     Source        Response Dest    Overall     Packet Statistics For

> Traffic From 155.245.222.9   128.16.64.45     Packet

> 155.245.222.9 To 224.2.245.205

>      v       __/  rtt  123 ms     Rate       Lost/Sent = Pct  Rate

> 155.245.211.24  pesparc.essex.ac.uk 

>      v     ^      ttl   25         8 pps        0/31   =  0%   3 pps

> 193.62.157.234  noc.thouse.ja.net 

>      v     ^      ttl   26         8 pps        0/31   =  0%   3 pps

> 193.63.94.99    mbone.ulcc.ja.net 

>      v     ^      ttl   26       294 pps        0/31   =  0%   3 pps

> 193.63.94.26    noc2.ulcc.ja.net 

>      v     ^      ttl   28       213 pps       15/31   = 48%   3 pps

> 128.40.22.218   mrouter.ucl.ac.uk 

>      v     ^      ttl   28       125 pps        0/16   =  0%   1 pps

> 193.63.58.2     pluto.cs.ucl.ac.uk 

>      v     ^      ttl   28       156 pps        0/16   =  0%   1 pps

> 128.16.48.10    128.16.64.9     ess3.cs.ucl.ac.uk 

>      v      \__   ttl   28        54 pps        ?/16           1 pps

> 128.16.64.45    128.16.64.45

>   Receiver      Query Source

>  

> Can anything be done about this?

> Thanks, Colin

Friday 13th February 1998.

John Andrews replies and questions which UCL <-> ULCC tunnel

to use for the rest of the PIPVIC session in progress.

J.Andrews@cs.ucl.ac.uk said:

> Colin,

> 
Yes - the loss looks similar to what we saw on Wednesday. Shall we

> use our "direct" tunnel to ULCC for the rest of the session ? (I don't

> think it will make much difference as I think the bandwidths are the

> problem.)

> Thanks,

> John.

Friday 13th February 1998.

Colin suggests back to other tunnel.

C.Perkins@cs.ucl.ac.uk said:

> --> John Andrews writes: >
Yes - the loss looks similar to what we saw

> on Wednesday. >Shall we use our "direct" tunnel to ULCC for the rest

> of the session ? >(I don't think it will make much difference as I

> think the bandwidths >are the problem.)

> If it's quick to switch over, it's probably worth trying...

> Colin

Friday 13th February 1998.

John confirms.

J.Andrews@cs.ucl.ac.uk said:

> Colin,

> 
Sure - I'll do it now.  Hopefully only a few mins outage while things

> restart.

> Thanks,

> John. 

Friday 13th February 1998.

Colin notes marginal improvement and talks about tunnel

bandwidth limits.

C.Perkins@cs.ucl.ac.uk said:

> --> John Andrews writes: >
Sure - I'll do it now.  Hopefully only a

> few mins >outage while things restart.

> Seems to have helped a little... guess the rate limit is causing most

> of the problems though...

> Colin

Friday 13th February 1998.

John Andrews suggests temporary direct UCL <-> Essex tunnel

to avoid problem.

J.Andrews@cs.ucl.ac.uk said:

> Colin,

> 
We could do something to prove this - if others agree - by using a

> direct UCL-CS<->Essex tunnel for a day or so. We once did this with

> Westminster for a test and I think we got 0 loss 100% of the time even

> with a normal bandwidth rate.

> (It would need mrouted3.9 at Essex and I'd be happy to give exact

> config details or even login and help do it.)

> Thanks,

> John.

Friday 13th February 1998.

Colin Perkins reports the collection of an RTPDump from morning session.

C.Perkins@cs.ucl.ac.uk said:

> Hi,

> The rtpdump of the pipvic session this morning (as seen from the UCL

> MICE ethernet) is now at http://www.cs.ucl.ac.uk/staff/c.perkins/misc/

> pipvic-video-13-02-1998.rtpdump.gz

> Colin

Friday 13th February 1998.

Colin asks about ways to check on behaviour of mrouted and John

Andrews replies.

J.Andrews@cs.ucl.ac.uk said:

> Colin,

>  > Is there a simple way within mrouted to see what rate it is sending

> packets

>  > through a tunnel? Or to tell if it's dropping packets because of

> the rate

>  > limit, rather than because of congestion on the actual link?

> I don't think so but am not certain.   I believe you can only tell

> that less packets were received by the next hop than were sent by the

> last (ie got lost/dropped).

> (In the past, we have usually always found the IP paths to be fine.)

> Thanks,

> John.

Monday 16th February 1998.

Louise reports that the UK Mbone is to be "re-jigged" on the Tuesday 17th.

This involves a re-route of the ULCC <-> RL route.

The tunnel bandwidth limits were planned to be

increased to 2Mbit/sec on Tuesday 24th. This confirmed

a note from Henry Hughes in the previous PIPVIC weekly

meeting.

L.Clark@cs.ucl.ac.uk said:

>  HH- after meeting some immediate changes have been made to routing

> which  should improve link to Essex.

>       ULCC -RAL rerouted Feb. 17

>       Feb. 24 - access links will be increased to 2Mb

L.Clark@cs.ucl.ac.uk said:

> Dear all,

> Please note that the Mbone is being rejigged tomorrow between 14.00

> and 14.30.  Henry Hughes (UKERNA) has asked all partners to be online,

> sending video etc.  during that period AND ALL SITES SHOULD RUN

> RTP-DUMPS ON THE VIDEO ADDRESS  DURING THIS PERIOD (you can't run

> rtp-dumps on PCs). Subjective judgements of  the quality of the video

> would also be appreciated.

> Louise

> PS: Gary, I know you will not be there - maybe Nac could do it? 

Tuesday 17th February 1998.

Colin Perkins reports availabilty of an RTPDump.

C.Perkins@cs.ucl.ac.uk said:

> http://www.cs.ucl.ac.uk/staff/c.perkins/misc/pipvic-video-17-02-1998.rt

> pdump.gz

> (about 2meg)

> Colin

Tuesday 17th February 1998.

Dave Price asks what software we have to analyse RTPDumps.

dap@aber.ac.uk said:

> Dear Colin,

> 
Exactly what software do you use to look at / analyse the dumps

> captured by rtpdump??

> Dave Price 

Wednesday 18th February 1998.

Various air-conditioning problems at UCL cause computers

to have to be left off, causing the

loss of PIPVIC sdr announcements. Several emails chat about this.

The problem still remains on Thursday 19th February and we

all debate cancelling the scheduled PIPVIC seminar. In the end,

the machines come back on line just in time and the seminar

goes ahead.

Thursday 19th February 1998.

Colin Perkins confirms that we do not have any

software available to analyse RTPDumps, but

he is working on something.

C.Perkins@cs.ucl.ac.uk said:

> --> D E PRICE writes: >
Exactly what software do you use to look at /

> analyse the >dumps captured by rtpdump??

> I'm writing something.... 

> Colin

Friday 20th February 1998.

Dave Price asks the NOSC for their plans to co-ordinate

site actions to match the planned increase of tunnel bandwidth

the following Tuesday.

dap@aber.ac.uk said:

> Dear "operations" (and PIPVIC colleagues),

> 
Dave Price, Aberystwyth here, as you will know I am nominated as the

> technical liaison between the UKERNA funded PIPVIC project and the

> NOSC.

> 
I gather from Henry Hughes that there is a plan to adjust the

> rate_limit for all PIPVIC site MBone tunnels on Tuesday up to 2Mbit/

> sec.

> 
I an emailing to ask how you intend to co-ordinate this, as all the

> site MBone technical contacts need to alter their site mrouted

> configuration files to match what you do at the edges of the UK

> academic MBone.

> 
I said I would ask on behalf of PIPVIC. 

> Dave Price 

Monday 23rd February 1998.

The NOSC reply to DAPs question are report scheduled

time for tunnel re-configuration to be about 14:00

Tuesday 24th.

Operations@ulcc.ac.uk said:

> Dear David,

> Thank you for your enquiry. We are dealing with it under ref JOD 1109.

> NOSC will perform the changes around 14:00 tomorrow and they  will

> liaise with UKERNA regarding this.

> Please quote this number when you contact the helpdesk regarding this

> query.

> Regards

> Nandini 

Tuesday 24th February 1998.

Gary Stringer reports Exeter reconfigured to 2Mbit/sec.

G.B.Stringer@exeter.ac.uk said:

> Dave,

> Just to let you know that, though mrouted hung on restarting, a reboot

> of  the machine (xsgml) has picked up the change to 2Mb outgoing;

> we're back  and connected to the outside world again. Loading on the

> server  looks reasonable so far - we'll see how it fares later today,

> with  the Aber-Exeter conference to sort out the Italian sessions.

> An RTPdump of the entire reconfiguration will be put in the usual

> place...

> Gary 

Tuesday 24th February 1998.

Simon Lavington reports a problem with the new tunnels

at Essex, Louise notes problem not urgent as next

days session cancelled.

John Andrews offers to help Essex with a problem

on tunnel re-configuration.

L.Clark@cs.ucl.ac.uk said:

> Simon,

> Don't worry about tomorrow. Kasia, the Polish teacher, has got the flu

> and  won't be teaching tomorrow.

> Louise

> Dave (and other cognoscenti):

> 

> We made the required change to /etc/mrouted.conf on our local

> campus MBone router and re-started the router.  We re-started

> Shrimp, but found we could not re-establish contact with the outside

> world, so re-booted our router.  This still does not seem to have

> had the desired effect.

> 

> We tried 'phoning you at Aber for advice, but you'd gone to your

> meeting by then.  We also have had to pack up video-conferencing

> for the afternoon.

> 

> As you know, Essex has to be back on the air tomorrow (Wed.)

> by 10.30am, in preparation for the PIPVIC Polish VC session.

> 

> Can you suggest how we might get going again?

> 

> 

> Regards, Simon

> 

J.Andrews@cs.ucl.ac.uk said:

> Simon,

> 
Do things work if you go back to the original bandwidth setting ?   I

> can't think what the problem is but if you mail me the mrouted.conf

> file you have, I'll check it.

> Thanks,

> John.

Tuesday 24th February 1998.

Henry Hughes asks for confirmation of end-site

tunnel changes.

H.Hughes@ukerna.ac.uk said:

> Dave,

> Have end sites changed their configurations to match the changes in

> the core? Each site involved in PIPVIC should now have a 2Mbit/s rate

> limit on their site tunnel.

> Many thanks Henry

Tuesday 24th February 1998.

Dave Price reports oddities with new tunnels to the NOSC.

ULCC <-> UCL seems to be using the "wrong" tunnel and

and connectivity to Essex and other South East MBone locations

appears to have failed.

dap@aber.ac.uk said:

> Dear "operations",

> Dave Price, PIPVIC project here....

> 1/. 
To confirm my telephone message, my observations a few minutes

> ago after the reconfiguration of the MBone ( ref JOD 1109 ) still seem

> to show the tunnel from noc2.ulcc.ja.net to mrouter.ucl.ac.uk as being

> only 500Kbps in the ULCC -> UCL direction.

> 
However, I notice the tunnel from noc.ulcc.ja.net to lea.cs.ucl.ac.uk

> is showing as 2000 kbps, but is down !

> 
I'm thus not sure whether this is a UCL or ULCC problem??

> 2/.    I also notice that the link from mbone.ulcc.ja.net to

> noc.thouse.ja.net is marked as down. Indeed, I cannot even "ping"

> noc.thouse.ja.net at all let alone ask it for its mbone status.

> thouse is as far as I understand part of the route to one of our other

> PIPVIC partners at ESSEX (as well as other sites such as UKC and

> Sussex for instance.....)

> Dave Price

Tuesday 24th February 1998.

John Andrews notes noc.thouse.ja.net   appears to be down

Tuesday 24th February 1998.

Dave Price updates Henry Hughes.

dap@aber.ac.uk said:

> Dear Henry,

> 
I believe end-sites have upgraded. We seem to have an oddity with

> which mbone core router 'actually' feeds UCL. The one with 2Mbit/sec

> has its tunnel marked as "down" whereas a slower, alternate tunnel

> into UCL is UP !

> 
We also have a problem that the multicast router at Telehouse is

> showing as dead in the water, cutting off Essex (and UKC and Sussex

> and ...)

> I have both phoned and emailed the NOSC with 1/. and emailed on the

> other

> Dave Price

Henry acknowledges email.

Tuesday 24th February 1998.

Dave Price reports another problem to the NOSC concerning

asymmetric  configuration of the RL <-> Bath tunnel.

dap@aber.ac.uk said:

> Dear Operations,

> 
Following the MBone reconfiguration (JOD 1109), I have just noticed

> another problem. Although the tunnel from mbone.rl.ja.net to

> noc.bath.ja.net is clearly set to 2000 kbit/sec, the reverse tunnel

> from noc.bath.ja.net is still set at 500 kbit/sec.

> Dave Price (PIPVIC technical Liaison to the NOSC) 

Tuesday 24th February 1998.

Dave Price and Gary Stringer conduct some 2Mbit/sec trials

between Aberystwyth and Exeter. Some loss was noted with

high bandwidth sourced from Exeter and a small

level of loss in or around Aberystwyth.

dap@aber.ac.uk said:

> Dear Gary,

> Bandwidth Tests between Aberystwyth and Exeter ========================

> ======================

> Following the reconfiguration of the MBone tunnels by the NOSC this

> afternoon. Gary Stringer and Dave Price agreed to conduct some tests

> between Aberystwyth and Exeter to make some measurements of the new

> tunnels.

> 
We started with the normal bandwidth streams, but rapidly increased. 

> 1/. We first tested with a multicast video stream sourced at Exeter

> and viewed at Aberystwyth. Up to around 500 kbit/sec we saw little

> loss, but as we approached 1000 kbit/sec the loss observed overall

> increased. While we cannot exactly identify the location of the loss,

> it appears to be fairly solidly associated with the outgoing route at

> Exeter. The loss appears not to be directly due to the site mrouter at

> Exeter (xsgml.exeter.ac.uk) as this was showing only a small CPU load,

> around 15%. It would thus appear to be either a). local network

> congestion at Exeter b). SMDS congestion from Exeter to Bath c). Local

> network congestion at Bath.

> 2/. Our second test involved a multicast video stream sourced at

> Aberystwyth and viewed at Exeter. Even at "normal" bandwidths we saw

> some small loss in or around to routers at Aberystwyth, but funnily,

> this loss did not increase as we raised the bandwidth.... Having

> started at 128 kbit/sec, we rapidly increased through 500 kbit/sec to

> 1000 kbit/sec and up to 2000 kbit/sec. Even at this bandwidth, the

> total loss observed at Exeter was always around 5%. The source of the

> small level of loss within the Aberystwyth network has not yet been

> indentified, but it does not seem to be caused by CPU load on either

> of the multicast routers involved as they were reporting low levels of

> load.

> 3/. While conducting our trials, we observed an assymetry in the

> rate_limit setting of the Bath <-> RL tunnel which will be reported by

> Dave Price in a separate email to the NOSC.

> Dave Price and Gary Stringer

Wednesday 25th February 1998.

John Andrews reports experiments and testing with UCL tunnels.

J.Andrews@cs.ucl.ac.uk said:

> Dave,

>  > 
However, I notice the tunnel from noc.ulcc.ja.net

>  > to lea.cs.ucl.ac.uk is showing as 2000 kbps, but is down !

>  > 

>  > 
I'm thus not sure whether this is a UCL or ULCC problem??

> The ULCC<->UCL-CS tunnel is intentionally down while we try out the

> our tunnel via UCL-ISD (mrouter.ucl.ac.uk).

> Thanks,

> John.

Wednesday 25th February 1998.

Henry Hughes acknowledges the Aber / Exeter tests and the

implication of an improved UK Mbone. Henry asks all

sites to carefully look at site infrastructure.

H.Hughes@ukerna.ac.uk said:

> Dave, Gary,

> It's good to see progress being made in resolving underlying

> networking issues. Thank-you Dave and Gary for your work. I would

> encourage all sites involved in this project to conduct tests along

> similar lines. It is every bodies interest to ensure their network

> links are optimally configured and do not degrade the performance of

> conferences. A conference can only be as good as the worst link!

> We now have a good dialogue with the JOD (NOSC) reporting faults. Over

> the last few weeks we have seen number of improvements in the core

> Mbone configuration. All sites now need to ensure that their local

> links are not presenting any bottle necks or degrading the quality of

> conferences. We now have the opportunity to prove how useful the Mbone

> can be as an enabling tool. I hope we can prove, through this project

> and its possible successor, the Mbone as a strategic tool.

> Regards Henry 

Wednesday 25th February 1998.

Dave Price reports some slight "NOSC liaison" issues

to Henry Hughes.

Wednesday 25th February 1998.

Louise passes on problems with tunnel re-configuration

at Westminster.

L.Clark@cs.ucl.ac.uk said:

> Louise,

> .... you may not know how to answer these questions .. but do you know

> a  man (or woman) who does?

>  I have asked out networks people to monitor our LAN links tomorrow

> during the session. They will check to see if there are any delays on

> our  systems.  Should I ask them to check anything else, or should I

> do dumps  from any of the tools etc?

> ALSO

> I have asked our networks people to allow the mbone usage to be above

> 500k. They are not all that keen to up it so much.  As we are just an

> out post  and not part of the main infrastructure is there really a

> need for our  site to be 2M when average usage so far is about 300k.

> Can I confirm that Ukerna has actually asked us to do this.

> Thanks  Dave

Wednesday 25th February 1998.

Henry Hughes confirms DAPs concerns reported above and

suggests escalation procedure if necessary.

Wednesday 25th February 1998.

Dave Price has exchanges email with Piete Brooks (Cambridge)

about PBs web access to mrouter SNMP information.

Thursday 26th February 1998.

Dave Price confirms to Henry Hughes that the above "NOSC"

issues are happily resolved. Dave Price also notes

that the NOSCs initial list of PIPVIC sites

was both wrong and incomplete.

Friday 27th February 1998.

Colin Perkins notes losses on the router out of UCL

and asks whether the correct tunnels are active.

C.Perkins@cs.ucl.ac.uk said:

> Hi,

> We're seeing packet loss on the route out of UCL, which seems to be

> affecting the reception we're seeing from the other partners. Seems

> to be consistently within ULCC. Is the route from UCL to ULCC going

> the correct way?

> Colin

> Mtrace from 144.173.6.162 to 128.16.64.45 via group 224.2.245.205

> Querying full reverse path... 

>   0  eucharisto.cs.ucl.ac.uk (128.16.64.45)

>  -1  ess3.cs.ucl.ac.uk (128.16.64.9)  DVMRP  thresh^ 1  

>  -2  pluto.cs.ucl.ac.uk (193.63.58.2)  DVMRP  thresh^ 1  

>  -3  mrouter.ucl.ac.uk (128.40.22.218)  DVMRP  thresh^ 8  

>  -4  noc2.ulcc.ja.net (193.63.94.26)  DVMRP  thresh^ 24  

>  -5  mbone.ulcc.ja.net (193.63.94.99)  DVMRP  thresh^ 1  

>  -6  mbone.mcc.ja.net (193.63.105.99)  DVMRP  thresh^ 24  

>  -7  mbone.rl.ja.net (193.63.104.99)  DVMRP  thresh^ 24  

>  -8  noc.bath.ja.net (193.63.110.100)  DVMRP  thresh^ 24  

>  -9  xsgml.ex.ac.uk (144.173.6.61)  DVMRP  thresh^ 24   -10

> eeyore.ex.ac.uk (144.173.6.162) Round trip time 147 ms; total ttl of

> 30 required.

>   Waiting to accumulate statistics... Results after 9 seconds:

>     Source        Response Dest    Overall     Packet Statistics For

> Traffic From 144.173.6.162   224.0.1.32       Packet

> 144.173.6.162 To 224.2.245.205

>      v       __/  rtt  190 ms     Rate       Lost/Sent = Pct  Rate

> 144.173.6.61    xsgml.ex.ac.uk 

>      v     ^      ttl   25        14 pps        0/25   =  0%   2 pps

> 193.63.110.100  noc.bath.ja.net 

>      v     ^      ttl   26        13 pps        0/25   =  0%   2 pps

> 193.63.104.99   mbone.rl.ja.net 

>      v     ^      ttl   27        21 pps        0/25   =  0%   2 pps

> 193.63.105.99   mbone.mcc.ja.net 

>      v     ^      ttl   28        22 pps        0/25   =  0%   2 pps

> 193.63.94.99    mbone.ulcc.ja.net 

>      v     ^      ttl   28       429 pps        1/25   =  4%   2 pps

> 193.63.94.26    noc2.ulcc.ja.net 

>      v     ^      ttl   30       248 pps        0/24   =  0%   2 pps

> 128.40.22.218   mrouter.ucl.ac.uk 

>      v     ^      ttl   30       243 pps        0/24   =  0%   2 pps

> 193.63.58.2     pluto.cs.ucl.ac.uk 

>      v     ^      ttl   30       147 pps        0/24   =  0%   2 pps

> 128.16.48.10    128.16.64.9     ess3.cs.ucl.ac.uk 

>      v      \__   ttl   30       118 pps        ?/24           2 pps

> 128.16.64.45    128.16.64.45

>   Receiver      Query Source 

Friday 27th February 1998.

Gary Stringer reports on the internal connectivity at Exeter

and also notes problems the previous day during a Spanish

seminar of losses on the MBone route via mcc.

G.B.Stringer@exeter.ac.uk said:

> Hi Dave,

> This is the message I got back from one of our networking people on

> the  connection from xsgml (our mrouter) to the outside world...

> >I'm not sure if this is what you want! The route from xsgml to JANET

> is  >as follows: > >xsgml >UTP -> UTP Hub >UTP -> Ethernet Switch >UTP

> -> LAX (another switch) >Ethernet -> 3Com Router (to which the current

> JANET link is connected) > >It might be possible to link xsgml

> directly into the Ethernet Switch  >(cutting out the UTP Hub) but we

> wouldn't expect this hub to be a  >bottleneck.

> Does this look useful to you? Ian is our net guru, so for more detail,

>  we'll have to wait for him to return from hols in US...

> Regards, Gary

> PS We had some problems with the new route via mcc being overloaded in

> the  Spanish lessons yesterday (Thur) - there are mtraces on our local

> pipvic  pages in the rtpdump directory - where one of the links was

> 10-20% loss (I  think). Mentioned it in the PIPVIC meeting this

> morning; was suggested  that this kind of observation be reported to

> you and passed on...

Friday 27th February 1998.

The Aberystwyth firewall has "holes" added so that Dave Price

can use SNMP monitoring toools to check on the status

of the UK MBone routers.

March – Short Version

Wednesday 4 March, 1998


Dave Price reports UK Mbone disconnected from world to NOSC


and to PIPVIC.


Wednesday 4 March, 1998


Dave Price updates PIPVIC on planned SJIII work.


Thursday 5th March, 1998


Gary Stringer reports wb problems an "ICMP destination unreachable"

messages. Dave Price generates a reply.

Thursday 5th March, 1998

Gary Stringer reports losses somewhere Exeter/Bath during

high bandwidth tests between Aberystwyth and Exeter.

Dave Price forwards to the NOSC.

Friday 6th March, 1998.

Dave Price notes losses at UCL. =

Friday 6th March, 1998

Colin Perkins notes a small level of loss between ULCC

and WMIN.

Friday 6th March, 1998

Colin Perkins notes that the losses reported by Dave Price

at UCL seem very odd and were not noticed

by measurements at his end. Dave replies.

Friday 6th March, 1998

Dave Price reports the previous evenings "high bandwidth"

tests between Aberystwyth and Exeter. Simon Lavington

replies as does Angela Sasse.

Friday 6th March, 1998.

Dave Price updates Henry Hughes on the 48 hour outage

of the continental MBone link ans asks whether or

not the NOSC should issue tickets concerning MBone events.

Friday 6th March, 1998.

Dave Price informs PIPVIC the world is reconnected and

asks people to note any quality changes as the re-connection

means more UK people can browse world MBone traffic and thus

create increased load on the UK MBone. Colin replies.

Tuesday 10th March, 1998.

Colin Perkins notes some bogus RTCP statistics from

vic running on two UltraSparcs.

Tuesday 10th March, 1998

Panos Gevros tries the SNMP tools and capabilities

noted earlier by Dave Price and comments on the potential value.

Tuesday 10th March, 1998

Gary Stringer notes some small losses from Aberystwyth.

Thursday 12th March, 1998

Colin reports on RTCP reception reports and increased losses

as "wb" changes slides..

Thursday 12th March, 1998

Dave Price reports "hum" on audio and losses at UCL during

seminar. Colin replies that UCL checking. Colin later replies

that data collected at the UCL end does not match.

We start to wonder if its an mtrace bug. Dave Price collects

more mtraces, perhaps showing packet duplication

inside UCL. Dave Price also comments on assymetric

metrics on routers at UCL. Colin replies.

Thursday 12th March, 1998.

Panos Gevros reports some mtraces of sessions etc..

Friday 13th March, 1998.

Dave Price and Colin Perkins chat about new versions of

mtrace and some versions being incompatible with vic.

Monday 16th March, 1998.

Gary Stringer reports "odd" network losses at UCL during

a Spanish seminar. Colin replies, in Spanish! Colin then

replorts in English and John Andrews also replies, commenting

on a "high number of collisions/errors on that ethernet interface today"

referring to the UCL machine pluto.

Friday 2oth March, 1998.

Colin Perkins reports losses on the mcc-ulcc MBone link.

Friday 20th March, 1998.

The NOSC report downtime scheduled on connectivity

between UCL and JANET.

Friday 20th March, 1998.

Dave Price reports failure of mrouter at Telehouse

to the NOSC.

Friday 20th March, 1998.

Colin Perkins reports MBone losses mcc-rl.

Friday 20th March, 1998.

Dave Price reports losses mcc <-> rl <-> bath to the NOSC.

Freddie Williams at the NOSC acknowledges Dave Price's

earlier loss report. Dave provides another trace.

Dave also informs PIPVIC.

Friday 20th March, 1998.

NOSC reports a problem with an Ethernet at Telehouse.

Dave Price informs PIPVIC.

Friday 20th March, 1998.

Dave Price asks for advice on odd forwarding he has observed

on the UK MBone. John Andrews responds, confirming Dave's thoughts.

Panos replies too. Dave then admits why he was asking questions.

Namely, during the morning it appears that traffic had

been following BOTH of two different routes from ulcc to rl,

even though one of the routes had a much higher metric!

Dave Price had emailed the NOSC concerning this observation.

They too were puzzled.

Friday 20th March, 1998.

Duncan Rogerson (NOSC) follows up on reports from Dave Price.

Dave Price observes to PIPVIC that this seems to be the first

MBone Ticket he ever remembers seeing.

Monday 23rd March, 1998.

The NOSC report that the Telehouse Mrouter is back working

after a break of 3.5 days. Dave Price tells PIPVIC.

Wednesday 25th March, 1998.

Gary Stringer (Exeter) informs the project that the main JANET link

feeding Aberystwyth had failed at about 14:00. Dave Price

announces reconnection at about 20:00. A loss of about 6 hours.

The fault is reported as =


"BT called to say problem was found to be


with a fibre optic joint in the Aberystwyth


Telephone Exchange.  Connectivity to the 


outside world and to the FE Colleges was


restored at 20:06 last night."

March – Long Version 

Wednesday 4 March, 1998


Dave Price reports UK Mbone disconnected from world to NOSC


and to PIPVIC.


dap@aber.ac.uk said:


> Dear "operations",


> 
Dave Price, PIPVIC project technical liaison here...

> 
It would appear that the UK MBone is cut off from the world. No

> session announcements are appearing and the link to stockholm has been

> down for a few hours now.

> Dave Price

dap@aber.ac.uk said:

> Dear All,

> 
The UK Mbone appears to have been cut off from the rest of the world

> for at least a few hours. I have notified Janet Operations.

> Dave Price

Wednesday 4 March, 1998

Dave Price updates PIPVIC on planned SJIII work.

dap@aber.ac.uk said:

> Dear All,

> 
You may or may not be aware the JANET network is currently being

> upgraded to what is being called SuperJANET III. This involves new

> communications infrastructure coming into service. This has been

> happening over the last week or so and is continuing. =

> We have received a notice that the main JANET router in Cardiff is to

> be moved across to the new SuperJanet III infrastructure during the

> Network Development time 08:00 - 10:00 on Tuesday 10th March 1998.

> They say "Some disruption to the service is expected."

> Tuesday 17th March, the router at Rutherford will move to the new

> SuperJANET III infrastructure and service via that has been declared

> to be "at risk" from 08:00->10:30

> These changes will certainly affect service to Aberystwyth and Exeter

> at those times. Other changes are actively being made at all other

> major JANET nodes too at various times.

> Dave Price =

Thursday 5th March, 1998

Gary Stringer reports wb problems an "ICMP destination unreachable"

messages. Dave Price generates a reply.

G.B.Stringer@exeter.ac.uk said:

> Hello Dave,

> Well, I'm still not sure what happened there. It may have been your

> zombie processes on that Win95 box, but wb crashed once after you

> closed  those down. My 'address in use' message was a red herring - I

> was  displaying wb on squeek but running it on eeyore to try and solve

> the  problem, and then starting another on eeyore and wondering why

> the  address was in use...!!!

> I still have suspicions about wbd's reliability in Win95/NT, as my wb

> crashes often in the PIP VIC meetings and other sessions where win95

> participants are involved, but is fine if only Suns and SGIs are

> conferencing. The SGIs use a fairly strict, official Adobe  postscript

> interpreter, so are more susceptible to crashing when bad  postscript

> is received. This is going to be a hard bug to pin down,  though.

> Incidentally, if in my syslog I have the message:

>    eeyore icmplogd: destination unreachable from <hostname>

> does that mean that I can't reach that host, or that it can't reach me

>  properly? Sometimes <hostname>=3Dlocalhost, which is puzzling. =

> Hmmmmmm.

> Gary

dap@aber.ac.uk said:

> Dear Gary,

> 
Yes, the "address in use" from wb was obviously spurious.

> 
It may be the PC Wbs causing the troubles I guess, but we have a PC

> running again now.

> 
As goes the "eeyore icmplogd: destination unreachable from <hostname>

> " I think this "just might" be "Camborne Mines syndrome".... It is

> certainly the right sort of symptom...

> Dave

Thursday 5th March, 1998

Gary Stringer reports losses somewhere Exeter/Bath during

high bandwidth tests between Aberystwyth and Exeter.

Dave Price forwards to the NOSC.

dap@aber.ac.uk said:

> Dear Operations,

> 
Dave Price, PIPVIC Technical contact here...

> 
Aberystwyth and Exeter have this evening been conducting some MBone

> tests over the new, higher rate_limit tunnels.

> 
We have again noticed that noc.bath.ja.net often fails to answer

> probes from mtrace (it has exhibited this behaviour for many, many

> months now, even if it is carrying low bandwidth traffic).

> 
We have also tonight recorded quite high levels of loss somewhere

> between or at Bath and Exeter.

> 
Any chance you might perhaps investigate why noc.bath.ja.net often

> fails to react to probes and might we also perhaps arrange a time when

> we can ship high bandwidth from Exeter to Bath when you staff might be

> able to monitor the underlying unicast routes so we can locate the

> Exeter/Bath problem.

> 
Two mtraces follow, one grabbed at Aber and one at Exeter, both both

> looking at Exeter -> Aber direction

> Dave Price Trace Captured at Exeter. =3D=3D=3D=3D=3D=3D=3D=3D=3D=3D=3D=3D=

=3D=3D=3D=3D=3D=3D=3D=3D=3D=3D=3D=3D=3D Mtrace

> from 144.173.6.88 to 193.60.11.36 via group 224.2.12.30 Querying full

> reverse path... =

>   0  moin.dcs.aber.ac.uk (193.60.11.36)

>  -1  trollope.dcs.aber.ac.uk (193.60.11.33)  DVMRP  thresh^ 1  =

>  -2  dir.aber.ac.uk (144.124.16.6)  DVMRP  thresh^ 1  =

>  -3  noc.bath.ja.net (193.63.110.100)  DVMRP  thresh^ 24  =

>  -4  xsgml.ex.ac.uk (144.173.6.61)  DVMRP  thresh^ 24  =

>  -5  squeek.ex.ac.uk (144.173.6.88) Round trip time 70 ms

> Waiting to accumulate statistics... * Results after 13 seconds:

>   Source        Response Dest    Packet Statistics For     Only For

> Traffic 144.173.6.88    144.173.6.162    All Multicast Traffic

> From 144.173.6.88

>      v       __/  rtt   96 ms    Lost/Sent =3D Pct  Rate       To

> 224.2.12.30 144.173.6.61    xsgml.ex.ac.uk =

>      v     ^      ttl   24      882/2890 =3D 31% 222 pps   880/2886 =3D=

> 30% 222 pps 193.63.110.100  noc.bath.ja.net =

>      v     ^      ttl   25       -2/2008 =3D  0% 154 pps    -2/2006 =3D=

> 0% 154 pps 144.124.16.6    dir.aber.ac.uk =

>      v     ^      ttl   26        0/2010 =3D  0% 154 pps     0/2008 =3D=

> 0% 154 pps 144.124.34.30   193.60.11.33    trollope.dcs.aber.ac.uk =

>      v      \__   ttl   27          2010       154 pps       2008

>  154 pps 193.60.11.36    144.173.6.162

>   Receiver      Query Source

> Trace Captured at Aber +++++++++++++++++++++++

> Mtrace from 144.173.6.88 to 193.60.11.36 via group 224.2.12.30

> Querying full reverse path... * switching to hop-by-hop:

>   0  moin.dcs.aber.ac.uk (193.60.11.36)

>  -1  trollope.dcs.aber.ac.uk (193.60.11.33)  DVMRP  thresh^ 1  =

>  -2  dir.aber.ac.uk (144.124.16.6)  DVMRP  thresh^ 1  =

>  -3  * * * * noc.bath.ja.net (193.63.110.100) didn't respond

>  -4  *  Resuming...

>  -3  noc.bath.ja.net (193.63.110.100)  DVMRP  thresh^ 24  =

>  -4  xsgml.ex.ac.uk (144.173.6.61)  DVMRP  thresh^ 24  =

>  -5  squeek.ex.ac.uk (144.173.6.88) Round trip time 42 ms

> Waiting to accumulate statistics... Results after 10 seconds:

>   Source        Response Dest    Packet Statistics For     Only For

> Traffic 144.173.6.88    224.0.1.32       All Multicast Traffic

> From 144.173.6.88

>      v       __/  rtt   83 ms    Lost/Sent =3D Pct  Rate       To

> 224.2.12.30 144.173.6.61    xsgml.ex.ac.uk =

>      v     ^      ttl   24      450/1753 =3D 26% 175 pps   450/1751 =3D=

> 26% 175 pps 193.63.110.100  noc.bath.ja.net =

>      v     ^      ttl   25        8/1303 =3D  1% 130 pps     8/1301 =3D=

> 1% 130 pps 144.124.16.6    dir.aber.ac.uk =

>      v     ^      ttl   26        4/1295 =3D  0% 129 pps     4/1293 =3D=

> 0% 129 pps 144.124.34.30   193.60.11.33    trollope.dcs.aber.ac.uk =

>      v      \__   ttl   27          1291       129 pps       1289

>  128 pps 193.60.11.36    193.60.11.36

>   Receiver      Query Source

Friday 6th March, 1998.

Dave Price notes losses at UCL. =

dap@aber.ac.uk said:

> Dear All,

> Mtrace from 128.16.64.55 to 193.60.11.36 via group 224.2.245.205

> Querying full reverse path... * switching to hop-by-hop:

>   0  moin.dcs.aber.ac.uk (193.60.11.36)

>  -1  trollope.dcs.aber.ac.uk (193.60.11.33)  DVMRP  thresh^ 1  =

>  -2  dir.aber.ac.uk (144.124.16.6)  DVMRP  thresh^ 1  =

>  -3  * * * * noc.bath.ja.net (193.63.110.100) didn't respond

>  -4  *  Resuming...

>  -3  noc.bath.ja.net (193.63.110.100)  DVMRP  thresh^ 24  =

>  -4  mbone.rl.ja.net (193.63.104.99)  DVMRP  thresh^ 24  =

>  -5  * mbone.mcc.ja.net (193.63.105.99)  DVMRP  thresh^ 24  =

>  -6  * mbone.ulcc.ja.net (193.63.94.99)  DVMRP  thresh^ 24  =

>  -7  * noc2.ulcc.ja.net (193.63.94.26)  DVMRP  thresh^ 1  =

>  -8  * mrouter.ucl.ac.uk (128.40.22.218)  DVMRP  thresh^ 24  =

>  -9  * pluto.cs.ucl.ac.uk (193.63.58.2)  DVMRP  thresh^ 24   -10  *

> lea-c.cs.ucl.ac.uk (128.16.48.10)  DVMRP  thresh^ 1   -11

> dummy2.cs.ucl.ac.uk (128.16.64.55) Round trip time 117 ms

> Waiting to accumulate statistics... Results after 10 seconds:

>   Source        Response Dest    Packet Statistics For     Only For

> Traffic 128.16.64.55    224.0.1.32       All Multicast Traffic

> From 128.16.64.55

>      v       __/  rtt   92 ms    Lost/Sent =3D Pct  Rate       To

> 224.2.245.205 128.16.64.9     128.16.48.10    lea-c.cs.ucl.ac.uk =

>      v     ^      ttl    1     3352/3503 =3D 96% 350 pps     0/15   =3D=

> 0%   1 pps 193.63.58.2     pluto.cs.ucl.ac.uk =

>      v     ^      ttl   24        0/180  =3D  0%  18 pps     0/15   =3D=

> 0%   1 pps 128.40.22.218   mrouter.ucl.ac.uk =

>      v     ^      ttl   25        0/180  =3D  0%  18 pps     0/15   =3D=

> 0%   1 pps 193.63.94.26    noc2.ulcc.ja.net =

>      v     ^      ttl   26        0/180  =3D  0%  18 pps     0/15   =3D=

> 0%   1 pps 193.63.94.99    mbone.ulcc.ja.net =

>      v     ^      ttl   27        1/182  =3D  1%  18 pps     0/15   =3D=

> 0%   1 pps 193.63.105.99   mbone.mcc.ja.net =

>      v     ^      ttl   28        2/190  =3D  1%  19 pps     0/15   =3D=

> 0%   1 pps 193.63.104.99   mbone.rl.ja.net =

>      v     ^      ttl   29        0/180  =3D  0%  18 pps     0/15   =3D=

> 0%   1 pps 193.63.110.100  noc.bath.ja.net =

>      v     ^      ttl   30        0/175  =3D  0%  17 pps     0/15   =3D=

> 0%   1 pps 144.124.16.6    dir.aber.ac.uk =

>      v     ^      ttl   31        0/175  =3D  0%  17 pps     0/15   =3D=

> 0%   1 pps 144.124.34.30   193.60.11.33    trollope.dcs.aber.ac.uk =

>      v      \__   ttl   32          175         17 pps       15

>    1 pps 193.60.11.36    193.60.11.36

>   Receiver      Query Source

dap@aber.ac.uk said:

> Mtrace from 128.16.64.45 to 193.60.11.36 via group 224.2.245.205

> Querying full reverse path... * switching to hop-by-hop:

>   0  moin.dcs.aber.ac.uk (193.60.11.36)

>  -1  trollope.dcs.aber.ac.uk (193.60.11.33)  DVMRP  thresh^ 1  =

>  -2  dir.aber.ac.uk (144.124.16.6)  DVMRP  thresh^ 1  =

>  -3  * * * * noc.bath.ja.net (193.63.110.100) didn't respond

>  -4  *  Resuming...

>  -3  noc.bath.ja.net (193.63.110.100)  DVMRP  thresh^ 24  =

>  -4  mbone.rl.ja.net (193.63.104.99)  DVMRP  thresh^ 24  =

>  -5  * mbone.mcc.ja.net (193.63.105.99)  DVMRP  thresh^ 24  =

>  -6  * mbone.ulcc.ja.net (193.63.94.99)  DVMRP  thresh^ 24  =

>  -7  * noc2.ulcc.ja.net (193.63.94.26)  DVMRP  thresh^ 1  =

>  -8  * mrouter.ucl.ac.uk (128.40.22.218)  DVMRP  thresh^ 24  =

>  -9  * pluto.cs.ucl.ac.uk (193.63.58.2)  DVMRP  thresh^ 24   -10  *

> lea-c.cs.ucl.ac.uk (128.16.48.10)  DVMRP  thresh^ 1   -11

> eucharisto.cs.ucl.ac.uk (128.16.64.45) Round trip time 124 ms

> Waiting to accumulate statistics... Results after 10 seconds:

>   Source        Response Dest    Packet Statistics For     Only For

> Traffic 128.16.64.45    224.0.1.32       All Multicast Traffic

> From 128.16.64.45

>      v       __/  rtt  118 ms    Lost/Sent =3D Pct  Rate       To

> 224.2.245.205 128.16.64.9     128.16.48.10    lea-c.cs.ucl.ac.uk =

>      v     ^      ttl    1     3054/3120 =3D 98% 312 pps     0/40   =3D=

> 0%   4 pps 193.63.58.2     pluto.cs.ucl.ac.uk =

>      v     ^      ttl   24        0/539  =3D  0%  53 pps     0/40   =3D=

> 0%   4 pps 128.40.22.218   mrouter.ucl.ac.uk =

>      v     ^      ttl   25        0/555  =3D  0%  55 pps     0/40   =3D=

> 0%   4 pps 193.63.94.26    noc2.ulcc.ja.net =

>      v     ^      ttl   26        0/580  =3D  0%  58 pps     0/40   =3D=

> 0%   4 pps 193.63.94.99    mbone.ulcc.ja.net =

>      v     ^      ttl   27       -3/662  =3D  0%  66 pps     0/40   =3D=

> 0%   4 pps 193.63.105.99   mbone.mcc.ja.net =

>      v     ^      ttl   28        4/675  =3D  1%  67 pps     3/40   =3D=

> 8%   4 pps 193.63.104.99   mbone.rl.ja.net =

>      v     ^      ttl   29       -2/661  =3D  0%  66 pps     0/37   =3D=

> 0%   3 pps 193.63.110.100  noc.bath.ja.net =

>      v     ^      ttl   30        0/659  =3D  0%  65 pps     0/37   =3D=

> 0%   3 pps 144.124.16.6    dir.aber.ac.uk =

>      v     ^      ttl   31       -1/659  =3D  0%  65 pps     0/37   =3D=

> 0%   3 pps 144.124.34.30   193.60.11.33    trollope.dcs.aber.ac.uk =

>      v      \__   ttl   32          660         66 pps       37

>    3 pps 193.60.11.36    193.60.11.36

>   Receiver      Query Source

Friday 6th March, 1998

Colin Perkins notes a small level of loss between ULCC

and WMIN.

C.Perkins@cs.ucl.ac.uk said:

> Hi,

> Not enough to be causing problems, but there is some loss on the link

> between ulcc and wmin (seems to average 1-2%). Worth watching, in case

>  the link bandwidth is marginal, and it causes problems in future...

> Colin

>   Source        Response Dest    Overall     Packet Statistics For

> Traffic From 161.74.96.152   224.0.1.32       Packet

> 161.74.96.152 To 224.2.245.205

>      |       __/  rtt   36 ms     Rate       Lost/Sent =3D Pct  Rate

>      v      /     hop  -20 s     -------     ---------------------

> 161.74.96.148   titanic.hscs.wmin.ac.uk =

>      |     ^      ttl   25         3 pps        0/25   =3D  0%   2 pps

>      v     |      hop   17 s       3 pps        5/479  =3D  1%   1 pps

> 193.63.94.26    noc2.ulcc.ja.net =

>      |     ^      ttl   26        22 pps        0/25   =3D  0%   2 pps

>      v     |      hop -133 s      29 pps        0/474  =3D  0%   1 pps

> 128.40.22.218   mrouter.ucl.ac.uk =

>      |     ^      ttl   26        23 pps        0/25   =3D  0%   2 pps

>      v     |      hop  132 s      33 pps        1/474  =3D  0%   1 pps

> 193.63.58.2     pluto.cs.ucl.ac.uk =

>      |     ^      ttl   26        81 pps        0/25   =3D  0%   2 pps

>      v     |      hop  -24 s      89 pps        1/473  =3D  0%   1 pps

> 128.16.48.10    128.16.64.9     ess3.cs.ucl.ac.uk =

>      |      \__   ttl   26        80 pps        ?/25           2 pps

>      v         \  hop   27 s      88 pps        ?/472          1 pps

> 128.16.64.45    128.16.64.45

>   Receiver      Query Source

Friday 6th March, 1998

Colin Perkins notes that the losses reported by Dave Price

at UCL seem very odd and were not noticed

by measurements at his end. Dave replies.

C.Perkins@cs.ucl.ac.uk said:

> --> D E PRICE writes:

>  Source        Response Dest    Packet Statistics For     Only For

> Traffic >128.16.64.45    224.0.1.32       All Multicast Traffic

> From 128.16.64.45

>     v       __/  rtt  118 ms    Lost/Sent =3D Pct  Rate       To

> 224.2.245.205 >128.16.64.9     >128.16.48.10    lea-c.cs.ucl.ac.uk =

>     v     ^      ttl    1     3054/3120 =3D 98% 312 pps     0/40   =3D =

 0%

>   4 pps >193.63.58.2     pluto.cs.ucl.ac.uk =

> Hmmm..... I've had an mtrace running for a while and haven't seen

> these losses. However, I have had a couple of mtraces which failed, so

> maybe this is the same thing?

> Colin

Dear Colin,


yes, its funny. I made those couple of mtrace's which had hiogh

loss, but vic etc never really reported

figures anywhere like that.

Dave

Friday 6th March, 1998

Dave Price reports the previous evenings "high bandwidth"

tests between Aberystwyth and Exeter. Simon Lavington

replies as does Angela Sasse.

dap@aber.ac.uk said:

> Dear  All,

> 
As I mentioned in this mornings meeting, Gary and I tried more "high

> bandwidth" tests between Aber and Exeter last night. We were very

> pleasantly surprised and I to nearly 2 Mbit/sec from me to him with

> close to no loss. In the reverse direaction from Exeter to here we had

> loss at or between Exeter and Bath.

> 
I think it would be informative to try a "controlled" high bandwidth

> trial on other routes. Who's game ??

> Dave Price

lavis@essex.ac.uk said:

>  >
I think it would be informative to try a "controlled" >high

> bandwidth trial on other routes. Who's game ??

> At some point, you may like to run a unicast high-bandwidth

> isochronous test in parallel with MBone measurements, as a quick way

> of monitoring general network traffic levels.  If this would be

> useful, our synthetic video server/client system might be of interest.

>  Let me know if you'd like further details.

> Regards, Simon =

a.sasse@cs.ucl.ac.uk said:

> We are, certainly.  What day and time to do you suggest?

> Angela =

Friday 6th March, 1998.

Dave Price updates Henry Hughes on the 48 hour outage

of the continental MBone link ans asks whether or

not the NOSC should issue tickets concerning MBone events.

dap@aber.ac.uk said:

> Dear Henry,

> 
As you are probably aware, the NOSC issues "Tickets" whenever a major

> part of the Janet service suffers a fault or if an upgrade which will

> interfere with service is planned. Followups to these tickets are

> issued as the problem progresses until finally a 'closed' ticket is

> issued.

> You may or may not be aware that the UK MBone has been cut off from

> the world since some time Wednesday afternoon. I reported this to

> "operations" that evening and indeed I have received two polite thank

> you and replies. They are supposed to be handling the problem under

> ref JOD1160.

> 
Just as I am half way through typing this email, connectivity has

> been restored. We therefore lost connectivity for about 48 hours.

> 
However, a "Ticket" has not been issued, so presumably all the UK

> Mbone managers around the UK know nothing of the problem unless they

> have personally contacted the NOSC.

> 
Do you think "operations" SHOULD issue MBone related tickets?? I

> think it would be good, both to make people realise that the MBone is

> supposed to be a "service" as well as actually informing people of the

> problem in question.

> Dave Price =

Friday 6th March, 1998.

Dave Price informs PIPVIC the world is reconnected and

asks people to note any quality changes as the re-connection

means more UK people can browse world MBone traffic and thus

create increased load on the UK MBone. Colin replies.

dap@aber.ac.uk said:

> Dear All,

> 
Afetr the last few minutes, the UK Mbone has regained its

> connectivity to the world.

> Dave Price

dap@aber.ac.uk said:

> Dear All,

> 
I have just realised an implication of my "MBone disconnected"

> emails.....

> 
As there has been effectively very little  in terms of conferences

> available on the UK Mbone (like only the PIPVIC sessions were

> announced for the last two days!) we have had all the links to

> ourselves without traffic from other people watching "Car parks around

> the world" or "KXZY Campus radio" etc..... Has our excellent audio

> quality and lack of video loss over the last few days been caused by

> nothing else to watch ??

> Dave

C.Perkins@cs.ucl.ac.uk said:

> --> D E PRICE writes: >Dear All, > >
I have just realised an

> implication of my "MBone disconnected" >emails..... > >
As there has

> been effectively very little  >in terms of conferences available on

> the UK Mbone (like >only the PIPVIC sessions were announced for the

> last two days!) >we have had all the links to ourselves without

> traffic >from other people watching "Car parks around the world" >or

> "KXZY Campus radio" etc..... Has our excellent >audio quality and lack

> of video loss over the last few >days been caused by nothing else to

> watch ??

> You've been sending 2Mbps around across links with 2Mbps limits. If

> you were seeing no loss, this must mean no other traffic.....

> Colin =

Tuesday 10th March, 1998.

Colin Perkins notes some bogus RTCP statistics from

vic running on two UltraSparcs.

C.Perkins@cs.ucl.ac.uk said:

> Hi,

> Not entirely sure why this is, but monitoring the current pipvic

> session, I notice that the vics run by me and by Dave Price are

> reporting bogus rtcp rr statistics. The versions of vic are

> 
vic-2.8/IRIX-5.3-IP22

Exeter machines

> 
vic-2.8/SunOS-5.5-sun4m

P. Alberto Andreaux

> 
vic-2.8/SunOS-5.5.1-sun4u
Colin Perkins

> 
vic-2.8/SunOS-5.5-sun4u

Dave Price

> so either there's a bug in vic for ultrasparc (which doesn't show up

> on other sparc machines), or Dave and I have a broken version of vic.

> Anyone got any ideas?

> Colin =

Tuesday 10th March, 1998

Panos Gevros tries the SNMP tools and capabilities

noted earlier by Dave Price and comments on the potential value.

P.Gevros@cs.ucl.ac.uk said:

> Dave,

>   tried it and it works indeed, i didnt know that, and it can be

> really helpfull, and one could do some nice stuff  if the backbone is

> running SNMP then each site could  periodically  query the

> "appropriate" routers for stats on the  tunnels of interest and use a

> package like "mrtg" to plot the data (since raw numbers usually are

> not very helpful) =

> Cheers, Panos =

>    D E PRICE writes:

>  |Dear Panos and Friends,

>  |

>  |
The ULCC mrouters ARE already running snmp mrouted.

>  |I was probing them earlier using mstat from Aberystwyth.

>  |

>  |Dave

>  | =

Tuesday 10th March, 1998

Gary Stringer notes some small losses from Aberystwyth.

G.B.Stringer@exeter.ac.uk said:

> Colin, Dave, =

> On Tue, 10 Mar 1998 Colin Perkins <C.Perkins@cs.ucl.ac.uk> wrote:

> --> D E PRICE writes:

> >
I am not sure if this is related, but carry changed the sdr

> >announcement after we had started the tools etc...

> >Could this be related??

> No.

> I've just put an rtpdump of today's session on the Exeter PIPVIC page,

>  if it's any help with this problem...

> Incidentally, from here I noticed a consistent 3-6% loss on traffic

> from  the Aber machine, but none on the return route; this as measured

> by  rtpmon. Doing mtraces revealed naught but very occasional 1% loss

> on  dir.aber to bath, or on bath to exeter -- nothing significant.

> Gary

Thursday 12th March, 1998

Colin reports on RTCP reception reports and increased losses

as "wb" changes slides..

C.Perkins@cs.ucl.ac.uk said:

> Hi,

> Watching the RTCP reception reports from todays session, I see all the

> participants reporting good quality, except when Lorenzo switches

> slides, in which case the all report a burst of loss, as wb sends out

> the slide with no rate control.

> A good example of why congestion control is important...

> Colin

Thursday 12th March, 1998

Dave Price reports "hum" on audio and losses at UCL during

seminar. Colin replies that UCL checking. Colin later replies

that data collected at the UCL end does not match.

We start to wonder if its an mtrace bug. Dave Price collects

more mtraces, perhaps showing packet duplication

inside UCL. Dave Price also comments on assymetric

metrics on routers at UCL. Colin replies.

dap@aber.ac.uk said:

> Dear UCL People,

> 
Every time Lorenzo talks we are getting a Humm.... and

> 
Mtraces grabbed at Aberystwyth seem to show large losses inside UCL.

> Two traces follow.... Dave Price =3D=3D=3D=3D=3D=3D=3D=3D=3D=3D

> Querying full reverse path... * switching to hop-by-hop:

>   0  moin.dcs.aber.ac.uk (193.60.11.36)

>  -1  trollope.dcs.aber.ac.uk (193.60.11.33)  DVMRP  thresh^ 1  =

>  -2  dir.aber.ac.uk (144.124.16.6)  DVMRP  thresh^ 1  =

>  -3  * * * * noc.bath.ja.net (193.63.110.100) didn't respond

>  -4  *  Resuming...

>  -3  noc.bath.ja.net (193.63.110.100)  DVMRP  thresh^ 24  =

>  -4  mbone.rl.ja.net (193.63.104.99)  DVMRP  thresh^ 24  =

>  -5  * mbone.mcc.ja.net (193.63.105.99)  DVMRP  thresh^ 24  =

>  -6  * mbone.ulcc.ja.net (193.63.94.99)  DVMRP  thresh^ 24  =

>  -7  * noc2.ulcc.ja.net (193.63.94.26)  DVMRP  thresh^ 1  =

>  -8  * mrouter.ucl.ac.uk (128.40.22.218)  DVMRP  thresh^ 24  =

>  -9  * pluto.cs.ucl.ac.uk (193.63.58.2)  DVMRP  thresh^ 24   -10  *

> lea-c.cs.ucl.ac.uk (128.16.48.10)  DVMRP  thresh^ 1   -11

> thud.cs.ucl.ac.uk (128.16.64.16) Round trip time 464 ms

> Waiting to accumulate statistics... Results after 9 seconds:

>   Source        Response Dest    Packet Statistics For     Only For

> Traffic 128.16.64.16    224.0.1.32       All Multicast Traffic

> From 128.16.64.16

>      v       __/  rtt  168 ms    Lost/Sent =3D Pct  Rate       To

> 224.2.245.205 128.16.64.9     128.16.48.10    lea-c.cs.ucl.ac.uk =

>      v     ^      ttl    1      386/599  =3D 64%  66 pps     0/186  =3D=

> 0%  20 pps 193.63.58.2     pluto.cs.ucl.ac.uk =

>      v     ^      ttl   24       -1/334  =3D  0%  37 pps    -1/186  =3D=

> 0%  20 pps 128.40.22.218   mrouter.ucl.ac.uk =

>      v     ^      ttl   25        0/422  =3D  0%  46 pps     0/187  =3D=

> 0%  20 pps 193.63.94.26    noc2.ulcc.ja.net =

>      v     ^      ttl   26       -1/433  =3D  0%  48 pps     0/187  =3D=

> 0%  20 pps 193.63.94.99    mbone.ulcc.ja.net =

>      v     ^      ttl   27        8/3630 =3D  0% 403 pps     0/187  =3D=

> 0%  20 pps 193.63.105.99   mbone.mcc.ja.net =

>      v     ^      ttl   28      -12/3342 =3D  0% 371 pps     1/187  =3D=

> 1%  20 pps 193.63.104.99   mbone.rl.ja.net =

>      v     ^      ttl   29        3/551  =3D  1%  61 pps     1/186  =3D=

> 1%  20 pps 193.63.110.100  noc.bath.ja.net =

>      v     ^      ttl   30        1/459  =3D  0%  51 pps    -2/185  =3D=

> 0%  20 pps 144.124.16.6    dir.aber.ac.uk =

>      v     ^      ttl   31        2/440  =3D  0%  48 pps     1/187  =3D=

> 1%  20 pps 144.124.34.30   193.60.11.33    trollope.dcs.aber.ac.uk =

>      v      \__   ttl   32          432         48 pps       186

>   20 pps 193.60.11.36    193.60.11.36

>   Receiver      Query Source

> Mtrace from 128.16.64.16 to 193.60.11.36 via group 224.2.245.205

> Querying full reverse path... * switching to hop-by-hop:

>   0  moin.dcs.aber.ac.uk (193.60.11.36)

>  -1  trollope.dcs.aber.ac.uk (193.60.11.33)  DVMRP  thresh^ 1  =

>  -2  dir.aber.ac.uk (144.124.16.6)  DVMRP  thresh^ 1  =

>  -3  * * * * noc.bath.ja.net (193.63.110.100) didn't respond

>  -4  *  Resuming...

>  -3  noc.bath.ja.net (193.63.110.100)  DVMRP  thresh^ 24  =

>  -4  mbone.rl.ja.net (193.63.104.99)  DVMRP  thresh^ 24  =

>  -5  * mbone.mcc.ja.net (193.63.105.99)  DVMRP  thresh^ 24  =

>  -6  * mbone.ulcc.ja.net (193.63.94.99)  DVMRP  thresh^ 24  =

>  -7  * noc2.ulcc.ja.net (193.63.94.26)  DVMRP  thresh^ 1  =

>  -8  * mrouter.ucl.ac.uk (128.40.22.218)  DVMRP  thresh^ 24  =

>  -9  * pluto.cs.ucl.ac.uk (193.63.58.2)  DVMRP  thresh^ 24   -10  *

> lea-c.cs.ucl.ac.uk (128.16.48.10)  DVMRP  thresh^ 1   -11

> thud.cs.ucl.ac.uk (128.16.64.16) Round trip time 158 ms

> Waiting to accumulate statistics... Results after 10 seconds:

>   Source        Response Dest    Packet Statistics For     Only For

> Traffic 128.16.64.16    224.0.1.32       All Multicast Traffic

> From 128.16.64.16

>      v       __/  rtt  330 ms    Lost/Sent =3D Pct  Rate       To

> 224.2.245.205 128.16.64.9     128.16.48.10    lea-c.cs.ucl.ac.uk =

>      v     ^      ttl    1      416/635  =3D 66%  63 pps     0/188  =3D=

> 0%  18 pps 193.63.58.2     pluto.cs.ucl.ac.uk =

>      v     ^      ttl   24       -1/433  =3D  0%  43 pps     0/188  =3D=

> 0%  18 pps 128.40.22.218   mrouter.ucl.ac.uk =

>      v     ^      ttl   25        5/527  =3D  1%  52 pps     3/188  =3D=

> 2%  18 pps 193.63.94.26    noc2.ulcc.ja.net =

>      v     ^      ttl   26        0/532  =3D  0%  53 pps     0/185  =3D=

> 0%  18 pps 193.63.94.99    mbone.ulcc.ja.net =

>      v     ^      ttl   27       -4/3885 =3D  0% 388 pps     0/185  =3D=

> 0%  18 pps 193.63.105.99   mbone.mcc.ja.net =

>      v     ^      ttl   28       -2/3516 =3D  0% 351 pps    -1/185  =3D=

> 0%  18 pps 193.63.104.99   mbone.rl.ja.net =

>      v     ^      ttl   29        1/723  =3D  0%  72 pps     1/186  =3D=

> 1%  18 pps 193.63.110.100  noc.bath.ja.net =

>      v     ^      ttl   30        3/602  =3D  0%  60 pps     2/185  =3D=

> 1%  18 pps 144.124.16.6    dir.aber.ac.uk =

>      v     ^      ttl   31        0/527  =3D  0%  52 pps     0/183  =3D=

> 0%  18 pps 144.124.34.30   193.60.11.33    trollope.dcs.aber.ac.uk =

>      v      \__   ttl   32          522         52 pps       183

>   18 pps 193.60.11.36    193.60.11.36

>   Receiver      Query Source

C.Perkins@cs.ucl.ac.uk said:

> --> D E PRICE writes: >
Every time Lorenzo talks we are getting a

> Humm....

> Microphone "feature", not a lot we can do about it...

> > >
Mtraces grabbed at Aberystwyth seem to show >large losses inside

> UCL.

> Looking into this....

> Colin

C.Perkins@cs.ucl.ac.uk said:

> --> D E PRICE writes: >
Mtraces grabbed at Aberystwyth seem to show >

> large losses inside UCL.

> I don't see it.... (mtrace follows). Does the loss correspond with

> your experience with the video stream, or is it a bogus result from

> mtrace? =

> Colin

> (this is "mtrace -l", the second row on each hop is the long-term

> average)

> Waiting to accumulate statistics... Results after 168 seconds:

>     Source        Response Dest    Overall     Packet Statistics For

> Traffic From 128.16.64.16    224.0.1.32       Packet      128.16.64.16

> To 224.2.245.205

>      |       __/  rtt  193 ms     Rate       Lost/Sent =3D Pct  Rate

>      v      /     hop  -25 s     -------     ---------------------

> 128.16.64.9     128.16.48.10    lea-c.cs.ucl.ac.uk =

>      |     ^      ttl    2        60 pps        0/168  =3D  0%  16 pps

>      v     |      hop   24 s      61 pps        0/3105 =3D  0%  18 pps

> 193.63.58.2     pluto.cs.ucl.ac.uk =

>      |     ^      ttl   26        43 pps        0/168  =3D  0%  16 pps

>      v     |      hop -129 s      43 pps       -1/3105 =3D  0%  18 pps

> 128.40.22.218   mrouter.ucl.ac.uk =

>      |     ^      ttl   27        49 pps       -8/168  =3D -4%  16 pps

>      v     |      hop  129 s      44 pps       12/3106 =3D  0%  18 pps

> 193.63.94.26    noc2.ulcc.ja.net =

>      |     ^      ttl   27        52 pps        0/176  =3D  0%  17 pps

>      v     |      hop  -59 s      45 pps        0/3094 =3D  0%  18 pps

> 193.63.94.99    mbone.ulcc.ja.net =

>      |     ^      ttl   29       396 pps        1/176  =3D  1%  17 pps

>      v     |      hop -253 s     359 pps        3/3094 =3D  0%  18 pps

> 193.63.105.99   mbone.mcc.ja.net =

>      |     ^      ttl   30       393 pps        1/175  =3D  1%  17 pps

>      v     |      hop   14 s     357 pps       34/3091 =3D  1%  18 pps

> 193.63.104.99   mbone.rl.ja.net =

>      |     ^      ttl   31       298 pps        4/174  =3D  2%  17 pps

>      v     |      hop -226 s     293 pps       18/3057 =3D  1%  18 pps

> 193.63.110.100  noc.bath.ja.net =

>      |     ^      ttl   32       288 pps        0/170  =3D  0%  17 pps

>      v     |      hop  -28 s     290 pps        0/3039 =3D  0%  18 pps

> 144.124.16.6    dir.aber.ac.uk =

>      |     ^      ttl   32        51 pps        0/170  =3D  0%  17 pps

>      v     |      hop   13 s      44 pps       -2/3039 =3D  0%  18 pps

> 144.124.34.30   193.60.11.33    trollope.dcs.aber.ac.uk =

>      |      \__   ttl   32        50 pps        ?/170         17 pps

>      v         \  hop   16 s      44 pps        ?/3041        18 pps

> 193.60.11.36       * * *       =

>   Receiver      Query Source

dap@aber.ac.uk said:

> Dear Colin,

> 
 
I seem to have spent more time running mtrace and mstat than

> actually listening today.... But I enjoyed what I heard of Lorenzo's

> talk.

> 
I have just conducted another mtrace, but the other way from me to

> UCL. This time I get the following trace which seems to show both loss

> and packet duplication within UCL....

> 
There are not multiple routes active or multiple mrouted's on

> parallel paths or something like that by any chance???

> 
(I was first put off by seeing lea-c.cs.ucl.ac.uk the one way and

> ess3.cs.ucl.ac.uk the other. But a quick check seems to show these as

> two interfaces to the same machine ? yes?)

> Dave Price

> Here's the mtrace... Mtrace from 193.60.11.36 to 128.16.64.16 via

> group 224.2.245.205 Querying full reverse path... =

>   0  thud.cs.ucl.ac.uk (128.16.64.16)

>  -1  ess3.cs.ucl.ac.uk (128.16.64.9)  DVMRP  thresh^ 1  =

>  -2  pluto.cs.ucl.ac.uk (193.63.58.2)  DVMRP  thresh^ 1  =

>  -3  mrouter.ucl.ac.uk (128.40.22.218)  DVMRP  thresh^ 8  =

>  -4  noc2.ulcc.ja.net (193.63.94.26)  DVMRP  thresh^ 24  =

>  -5  mbone.ulcc.ja.net (193.63.94.99)  DVMRP  thresh^ 1  =

>  -6  mbone.mcc.ja.net (193.63.105.99)  DVMRP  thresh^ 24  =

>  -7  mbone.rl.ja.net (193.63.104.99)  DVMRP  thresh^ 24  =

>  -8  noc.bath.ja.net (193.63.110.100)  DVMRP  thresh^ 24  =

>  -9  dir.aber.ac.uk (144.124.16.6)  DVMRP  thresh^ 24   -10

> trolloped.aber.ac.uk (144.124.34.30)  DVMRP  thresh^ 1   -11

> moin.dcs.aber.ac.uk (193.60.11.36) Round trip time 243 ms

> Waiting to accumulate statistics... Results after 10 seconds:

>   Source        Response Dest    Packet Statistics For     Only For

> Traffic 193.60.11.36    193.60.11.36     All Multicast Traffic

> From 193.60.11.36

>      v       __/  rtt  143 ms    Lost/Sent =3D Pct  Rate       To

> 224.2.245.205 193.60.11.33    144.124.34.30   trolloped.aber.ac.uk =

>      v     ^      ttl    1        0/10   =3D --%   1 pps     0/3    =3D=

> --%   0 pps 144.124.16.6    dir.aber.ac.uk =

>      v     ^      ttl   24        0/11   =3D  0%   1 pps     0/3    =3D=

> --%   0 pps 193.63.110.100  noc.bath.ja.net =

>      v     ^      ttl   25        0/17   =3D  0%   1 pps     0/3    =3D=

> --%   0 pps 193.63.104.99   mbone.rl.ja.net =

>      v     ^      ttl   26       -1/17   =3D -5%   1 pps     0/3    =3D=

> --%   0 pps 193.63.105.99   mbone.mcc.ja.net =

>      v     ^      ttl   27        3/31   =3D 10%   3 pps     0/3    =3D=

> --%   0 pps 193.63.94.99    mbone.ulcc.ja.net =

>      v     ^      ttl   28        0/3943 =3D  0% 394 pps     0/3    =3D=

> --%   0 pps 193.63.94.26    noc2.ulcc.ja.net =

>      v     ^      ttl   29        0/546  =3D  0%  54 pps     0/3    =3D=

> --%   0 pps 128.40.22.218   mrouter.ucl.ac.uk =

>      v     ^      ttl   30      297/491  =3D 60%  49 pps     0/3    =3D=

> --%   0 pps 193.63.58.2     pluto.cs.ucl.ac.uk =

>      v     ^      ttl   31     -228/205  =3D --%  20 pps     0/3    =3D=

> --%   0 pps 128.16.48.10    128.16.64.9     ess3.cs.ucl.ac.uk =

>      v      \__   ttl   32          29           2 pps       3

>    0 pps 128.16.64.16    193.60.11.36

>   Receiver      Query Source

dap@aber.ac.uk said:

> Dear Colin and Friends,

> 
The mtrace you post does look odd though...

>   Source        Response Dest    Overall     Packet Statistics For

> Traffic From 128.16.64.16    224.0.1.32       Packet      128.16.64.16

> To 224.2.245.205

>      |       __/  rtt  193 ms     Rate       Lost/Sent =3D Pct  Rate

>      v      /     hop  -25 s     -------     ---------------------

> 128.16.64.9     128.16.48.10    lea-c.cs.ucl.ac.uk =

>      |     ^      ttl    2        60 pps        0/168  =3D  0%  16 pps

>      v     |      hop   24 s      61 pps        0/3105 =3D  0%  18 pps

> 193.63.58.2     pluto.cs.ucl.ac.uk =

>      |     ^      ttl   26        43 pps        0/168  =3D  0%  16 pps

>      v     |      hop -129 s      43 pps       -1/3105 =3D  0%  18 pps

> 128.40.22.218   mrouter.ucl.ac.uk =

>      |     ^      ttl   27        49 pps       -8/168  =3D -4%  16 pps

>      v     |      hop  129 s      44 pps       12/3106 =3D  0%  18 pps

> Note: Firstly, the " hop  -25 s" (i.e. negative?) and then the "hop

> -129 s" Notice how the "hop -129 s" balances the "hop  129 s". Athough

> according to the mtrace manual "indicates a lack of synchronization

> between system clocks" so we probably don't worry about that...

> But also notice the 61 pps which drops to 43 pps. I wonder where the

> other traffic is going. Are you aware of independent inside-UCL only,

> multicast  traffic that was flowing?

> 
I don't claim to be an expert on the internals of these matters...

> but these numbers look odd....

> There are also some asymmetric metrics attached to routes in UCL I

> think. Cutting and pasting from the Cambridge web site table of

> assymetric routes...

> ucl.lonman.ja.net               t mrouter.ucl.ac.uk              [1/

> 1][24/0] cisco-ssees.ucl.ac.uk           t mrouter.ucl.ac.uk

>    [1/1][8/0] pluto.cs.ucl.ac.uk              t mrouter.ucl.ac.uk

>         [1/1][8/24] 138.96.184.20                   t

> ess3.cs.ucl.ac.uk              [1/1][32/1] 128.16.48.21

>     t lea-c.cs.ucl.ac.uk             [1/1][1/8]

> Perhaps these are contributing to the odd values from mtrace?? They

> would certain mean that some settings of TTLs led to one-way

> traffic...... or perhaps diferent multicast routes for inbound and

> outbound traffic.....

> Dave Price

C.Perkins@cs.ucl.ac.uk said:

> --> D E PRICE writes: >But also notice the 61 pps which drops to 43

> pps. I wonder where the other >traffic is going. Are you aware of

> independent inside-UCL only, multicast  >traffic that was flowing?

> I don't know what else was going on at the time of the seminar, but at

> present I see 17 multicast flows (around 320kbps) on my local network

> segment...

> I would be very surprised if there was no other multicast traffic

> flowing inside UCL at the time of the seminar.

> Colin

dap@aber.ac.uk said:

> Dear Just Colin,

> 
What about my remarks re the asymetric tunnels though?? I really

> wonder if they contributed to those odd stats...

> Dave =

Thursday 12th March, 1998.

Panos Gevros reports some mtraces of sessions etc..

P.Gevros@cs.ucl.ac.uk said:

> ...for the history =

> cheers, Panos

> in indy6.hscs.wmin.ac.uk

> Waiting to accumulate statistics... * Results after 1425 seconds:

>     Source        Response Dest    Overall     Packet Statistics For

> Traffic From 128.16.8.235    224.0.1.32       Packet      128.16.8.235

> To 224.2.174.66

>      |       __/  rtt   68 ms     Rate       Lost/Sent =3D Pct  Rate

>      v      /     hop -501 ms    -------     ---------------------

> 128.16.6.40     193.63.58.2     pluto.cs.ucl.ac.uk =

>      |     ^      ttl   25        38 pps        0/183  =3D  0%  14 pps

>      v     |      hop -129 s      43 pps        0/23467=3D  0%  16 pps

> 128.40.22.218   mrouter.ucl.ac.uk =

>      |     ^      ttl   26        38 pps       -1/183  =3D  0%  14 pps

>      v     |      hop  129 s      42 pps       25/23467=3D  0%  16 pps

> 193.63.94.26    noc2.ulcc.ja.net =

>      |     ^      ttl   27        49 pps       -1/184  =3D  0%  14 pps

>      v     |      hop  -22 s      46 pps        0/23442=3D  0%  16 pps

> 161.74.96.148   titanic.hscs.wmin.ac.uk =

>      |      \__   ttl   27        38 pps        ?/185         14 pps

>      v         \  hop   23 s      43 pps        ?/23442       16 pps

> 161.74.96.152      * * *       =

>   Receiver      Query Source

>   in moin.dcs.aber.ac.uk

> Waiting to accumulate statistics... Results after 1239 seconds:

>     Source        Response Dest    Overall     Packet Statistics For

> Traffic F 128.16.8.235    224.0.1.32       Packet      128.16.8.235 To

> 224.2.174.66

>      |       __/  rtt  145 ms     Rate       Lost/Sent =3D Pct  Rate

>      v      /     hop -500 ms    -------     ---------------------

> 128.16.6.40     193.63.58.2     pluto.cs.ucl.ac.uk =

>      |     ^      ttl   25        40 pps       -1/165  =3D  0%  16 pps

>      v     |      hop -129 s      43 pps        0/20157=3D  0%  16 pps

> 128.40.22.218   mrouter.ucl.ac.uk =

>      |     ^      ttl   26        41 pps        0/166  =3D  0%  16 pps

>      v     |      hop  129 s      42 pps       24/20157=3D  0%  16 pps

> 193.63.94.26    noc2.ulcc.ja.net =

>      |     ^      ttl   26        41 pps        0/166  =3D  0%  16 pps

>      v     |      hop  -59 s      43 pps        0/20133=3D  0%  16 pps

> 193.63.94.99    mbone.ulcc.ja.net =

>      |     ^      ttl   28       370 pps        0/166  =3D  0%  16 pps

>      v     |      hop -253 s     346 pps       10/20133=3D  0%  16 pps

> 193.63.105.99   mbone.mcc.ja.net =

>      |     ^      ttl   29       350 pps       -1/166  =3D  0%  16 pps

>      v     |      hop   14 s     334 pps      113/20123=3D  1%  16 pps

> 193.63.104.99   mbone.rl.ja.net =

>      |     ^      ttl   30        87 pps       -1/167  =3D  0%  16 pps

>      v     |      hop -226 s      69 pps       49/20010=3D  0%  16 pps

> 193.63.110.100  noc.bath.ja.net =

>      |     ^      ttl   31        55 pps        0/168  =3D  0%  16 pps

>      v     |      hop  -28 s      54 pps        0/19961=3D  0%  16 pps

> 144.124.16.6    dir.aber.ac.uk =

>      |     ^      ttl   31        51 pps        0/168  =3D  0%  16 pps

>      v     |      hop   12 s      46 pps       -1/19961=3D  0%  16 pps

> 144.124.34.30   193.60.11.33    trollope.dcs.aber.ac.uk =

>      |      \__   ttl   31        41 pps        ?/168         16 pps

>      v         \  hop   16 s      42 pps        ?/19962       16 pps

> 193.60.11.36       * * *       =

>   Receiver      Query Source

> in squeek.ex.ac.uk

> Waiting to accumulate statistics... Results after 1344 seconds:

>     Source        Response Dest    Overall     Packet Statistics For

> Traffic From 128.16.8.235    224.0.1.32       Packet      128.16.8.235

> To 224.2.174.66

>      |       __/  rtt  172 ms     Rate       Lost/Sent =3D Pct  Rate

>      v      /     hop -500 ms    -------     ---------------------

> 128.16.6.40     193.63.58.2     pluto.cs.ucl.ac.uk =

>      |     ^      ttl   25        29 pps        0/62   =3D  0%   6 pps

>      v     |      hop -129 s      43 pps       -1/21941=3D  0%  16 pps

> 128.40.22.218   mrouter.ucl.ac.uk =

>      |     ^      ttl   26        30 pps       -1/62   =3D -1%   6 pps

>      v     |      hop  129 s      42 pps       25/21942=3D  0%  16 pps

> 193.63.94.26    noc2.ulcc.ja.net =

>      |     ^      ttl   26        31 pps       -1/63   =3D -1%   6 pps

>      v     |      hop  -59 s      43 pps        0/21917=3D  0%  16 pps

> 193.63.94.99    mbone.ulcc.ja.net =

>      |     ^      ttl   28       374 pps        0/64   =3D  0%   6 pps

>      v     |      hop -253 s     347 pps        7/21917=3D  0%  16 pps

> 193.63.105.99   mbone.mcc.ja.net =

>      |     ^      ttl   29       353 pps       -1/64   =3D -1%   6 pps

>      v     |      hop   14 s     335 pps      124/21910=3D  1%  16 pps

> 193.63.104.99   mbone.rl.ja.net =

>      |     ^      ttl   30        70 pps        0/65   =3D  0%   6 pps

>      v     |      hop -226 s      74 pps       64/21786=3D  0%  16 pps

> 193.63.110.100  noc.bath.ja.net =

>      |     ^      ttl   31        45 pps       -1/65   =3D -1%   6 pps

>      v     |      hop  -11 s      46 pps        3/21722=3D  0%  16 pps

> 144.173.6.61    xsgml.ex.ac.uk =

>      |      \__   ttl   31        31 pps        ?/66           6 pps

>      v         \  hop   12 s      42 pps        ?/21719       16 pps

> 144.173.6.88       * * *       =

>   Receiver      Query Source

Friday 13th March, 1998.

Dave Price and Colin Perkins chat about new versions of

mtrace and some versions being incompatible with vic.

dap@aber.ac.uk said:

> Dear All,

> 
As quite sensibly suggested by Colin, I have now replaced the version

> of mtrace on my path with a version from mrouted3.8.2. It appears

> however, that various deafult values for options are different to the

> old version and so now, when I start it from vic, it attempts to trace

> with a destination of 0.0.0.0 rather than the executing host and so

> the mtraces fail. If I start it manually with all options manually

> specified it works.

> The version of vic running is vic 2.8.

> 
Any suggstions how I fix this??

> Thanks,

> Dave

C.Perkins@cs.ucl.ac.uk said:

>  Try using mtrace-5.1 available from ftp://parcftp.xerox.com/pub/

> net-research/ipmulti/

> Colin

Monday 16th March, 1998.

Gary Stringer reports "odd" network losses at UCL during

a Spanish seminar. Colin replies, in Spanish! Colin then

replorts in English and John Andrews also replies, commenting

on a "high number of collisions/errors on that ethernet interface today"

referring to the UCL machine pluto.

G.B.Stringer@exeter.ac.uk said:

> For info:

> Further to Dave Price's observations of 'odd things' happening within

> UCL, I  enclose a couple of mtraces showing similar effects. Today's

> Spanish session  showed a consistent video loss of 10-20% on traffic

> out of UCL, though the inbound  was free from loss (it seems). The

> strange response in the first mtrace was  consistent for a period of

> at least ten to fifteen minutes - was someone doing  some

> reconfiguring?

> The second trace shows a running average for the last minutes of the

> session, with  loss between pluto.cs and mrouter within UCL.

> ----------mtrace data follows--------------------------------------

> $ mtrace -l 144.172.6.162 128.16.6.50 224.2.12.30 Mtrace from

> 144.172.6.162 to 128.16.6.50 via group 224.2.12.30 Querying full

> reverse path... * switching to hop-by-hop:

>   0  merci.cs.ucl.ac.uk (128.16.6.50)

>  -1  ssppcc-gw-f0.uchicago.edu (128.135.2.15)  Unknown protocol code 0

>  thresh^ 0  Not forwarding Round trip time 308 ms

> Waiting to accumulate statistics... * * * Timed out.

> $ mtrace -l 128.16.6.50 144.173.6.162 224.2.12.30 Mtrace from

> 128.16.6.50 to 144.173.6.162 via group 224.2.12.30 Querying full

> reverse path... =

>   0  eeyore.ex.ac.uk (144.173.6.162)

>  -1  xsgml.ex.ac.uk (144.173.6.61)  DVMRP  thresh^ 1  =

>  -2  noc.bath.ja.net (193.63.110.100)  DVMRP  thresh^ 24  =

>  -3  mbone.rl.ja.net (193.63.104.99)  DVMRP  thresh^ 24  =

>  -4  mbone.mcc.ja.net (193.63.105.99)  DVMRP  thresh^ 24  =

>  -5  mbone.ulcc.ja.net (193.63.94.99)  DVMRP  thresh^ 24  =

>  -6  noc2.ulcc.ja.net (193.63.94.26)  DVMRP  thresh^ 1  =

>  -7  mrouter.ucl.ac.uk (128.40.22.218)  DVMRP  thresh^ 24  =

>  -8  pluto.cs.ucl.ac.uk (193.63.58.2)  DVMRP  thresh^ 24  =

>  -9  merci.cs.ucl.ac.uk (128.16.6.50) Round trip time 125 ms

> ...

> Waiting to accumulate statistics... Results after 289 seconds:

>   Source        Response Dest    Packet Statistics For     Only For

> Traffic 128.16.6.50     144.173.6.162    All Multicast Traffic

> From 128.16.6.50

>      |       __/  rtt  129 ms    Lost/Sent =3D Pct  Rate       To

> 224.2.12.30

>      v      /     hop  -97 s     ---------------------

> -------------------- 128.16.6.40     193.63.58.2

> pluto.cs.ucl.ac.uk =

>      |     ^      ttl   24        0/551  =3D  0%  55 pps    50/373  =3D=

> 13%  37 pps

>      v     |      hop -124 s      0/10524=3D  0%  36 pps   898/5649 =3D=

> 16%  19 pps 128.40.22.218   mrouter.ucl.ac.uk =

>      |     ^      ttl   25       -2/551  =3D  0%  55 pps     0/323  =3D=

> 0%  32 pps

>      v     |      hop  125 s      1/10524=3D  0%  36 pps     1/4751 =3D=

> 0%  16 pps 193.63.94.26    noc2.ulcc.ja.net =

>      |     ^      ttl   26       -4/553  =3D  0%  55 pps    -4/323  =3D=

> 0%  32 pps

>      v     |      hop  -60 s      0/10523=3D  0%  36 pps     0/4750 =3D=

> 0%  16 pps 193.63.94.99    mbone.ulcc.ja.net =

>      |     ^      ttl   27       14/3618 =3D  0% 361 pps     0/327  =3D=

> 0%  32 pps

>      v     |      hop -253 s    242/98168=3D  0% 339 pps    16/4750 =3D=

> 0%  16 pps 193.63.105.99   mbone.mcc.ja.net =

>      |     ^      ttl   28       10/3521 =3D  0% 352 pps     2/327  =3D=

> 1%  32 pps

>      v     |      hop   12 s    275/96806=3D  0% 334 pps    18/4734 =3D=

> 0%  16 pps 193.63.104.99   mbone.rl.ja.net =

>      |     ^      ttl   29        2/622  =3D  0%  62 pps     1/325  =3D=

> 0%  32 pps

>      v     |      hop -222 s     32/14022=3D  0%  48 pps    15/4716 =3D=

> 0%  16 pps 193.63.110.100  noc.bath.ja.net =

>      |     ^      ttl   30       -2/568  =3D  0%  56 pps     0/324  =3D=

> 0%  32 pps

>      v     |      hop  -14 s      2/10508=3D  0%  36 pps     1/4701 =3D=

> 0%  16 pps 144.173.6.61    xsgml.ex.ac.uk =

>      |      \__   ttl   31          545         54 pps       324

>   32 pps

>      v         \  hop  111 s        10027       34 pps       4700

>   16 pps 144.173.6.162   144.173.6.162

>   Receiver      Query Source --- End Forwarded Message ---

C.Perkins@cs.ucl.ac.uk said:

> --> Gary Stringer writes: >Further to Dave Price's observations of

> 'odd things' happening within UCL, I  >enclose a couple of mtraces

> showing similar effects. Today's Spanish session  >showed a consistent

> video loss of 10-20% on traffic out of UCL, though the inbound  >was

> free from loss (it seems). The strange response in the first mtrace

> was  >consistent for a period of at least ten to fifteen minutes - was

> someone doing  >some reconfiguring?

> Surely that should be....

> Siguiendo las observaciones del precio de Dave de las ' cosas impares

> que suceden dentro de UCL, incluyo un par de los mtraces que muestran

> efectos similares.  La sesi=F3n espa=F1ola de hoy mostr=F3 una p=E9rdid=

a video

> constante de 10-20% en tr=E1fico fuera de UCL, aunque el de entrada

> estaba libre de la p=E9rdida (se parece).  La respuesta extra=F1a en el=

> primer mtrace era constante por un per=EDodo de por lo menos diez a

> quince minutos - alguien que hac=EDa alguno configuraba de nuevo?

> :-)

> Colin (with a little help from http://babelfish.altavista.digital.com/

> ) =

C.Perkins@cs.ucl.ac.uk said:

> Hi,

> So far as I can tell, the Mbone is behaving itself during today's

> PIPVIC session (mtraces between the two sites involved follow). =

> Colin

>   Source        Response Dest    Overall     Packet Statistics For

> Traffic From 194.66.92.98    224.0.1.32       Packet      194.66.92.98

> To 224.2.12.40

>      |       __/  rtt   74 ms     Rate       Lost/Sent =3D Pct  Rate

>      v      /     hop -167 s     -------     ---------------------

> 194.66.92.245   193.60.254.10   cisco-ssees.ucl.ac.uk =

>      |     ^      ttl    1         6 pps        0/62   =3D  0%   6 pps

>      v     |      hop   41 s       5 pps        0/1419 =3D  0%   5 pps

> 128.40.22.218   mrouter.ucl.ac.uk =

>      |     ^      ttl   26        10 pps        0/62   =3D  0%   6 pps

>      v     |      hop  123 s       8 pps        0/1419 =3D  0%   5 pps

> 193.63.94.26    noc2.ulcc.ja.net =

>      |     ^      ttl   26        10 pps        0/62   =3D  0%   6 pps

>      v     |      hop  -60 s       8 pps        0/1419 =3D  0%   5 pps

> 193.63.94.99    mbone.ulcc.ja.net =

>      |     ^      ttl   28         9 pps        0/62   =3D  0%   6 pps

>      v     |      hop   51 s       9 pps        0/1419 =3D  0%   5 pps

> 193.62.157.234  noc.thouse.ja.net =

>      |     ^      ttl   29         9 pps        0/62   =3D  0%   6 pps

>      v     |      hop   14 s       8 pps       16/1419 =3D  1%   5 pps

> 155.245.211.24  pesparc.essex.ac.uk =

>      |      \__   ttl   29         9 pps        ?/62           6 pps

>      v         \  hop   -1 s       8 pps        ?/1403         5 pps

> 155.245.222.9      * * *       =

>   Receiver      Query Source

>  =

>   Source        Response Dest    Overall     Packet Statistics For

> Traffic From 155.245.222.9   224.0.1.32       Packet

> 155.245.222.9 To 224.2.12.40

>      |       __/  rtt   51 ms     Rate       Lost/Sent =3D Pct  Rate

>      v      /     hop 1912 ms    -------     ---------------------

> 155.245.211.24  pesparc.essex.ac.uk =

>      |     ^      ttl   25        39 pps        0/212  =3D  0%  21 pps

>      v     |      hop  -14 s      34 pps       -4/7934 =3D  0%  28 pps

> 193.62.157.234  noc.thouse.ja.net =

>      |     ^      ttl   26        40 pps        0/212  =3D  0%  21 pps

>      v     |      hop  -51 s      34 pps        0/7938 =3D  0%  28 pps

> 193.63.94.99    mbone.ulcc.ja.net =

>      |     ^      ttl   26        59 pps        0/212  =3D  0%  21 pps

>      v     |      hop   60 s      54 pps       -1/7938 =3D  0%  28 pps

> 193.63.94.26    noc2.ulcc.ja.net =

>      |     ^      ttl   28        51 pps        0/212  =3D  0%  21 pps

>      v     |      hop -123 s      36 pps        0/7939 =3D  0%  28 pps

> 128.40.22.218   mrouter.ucl.ac.uk =

>      |     ^      ttl   28        42 pps        0/212  =3D  0%  21 pps

>      v     |      hop  -41 s      37 pps        0/7939 =3D  0%  28 pps

> 193.60.254.10   cisco-ssees.ucl.ac.uk =

>      |      \__   ttl   28         5 pps        ?/212         21 pps

>      v         \  hop  167 s       5 pps        ?/7939        28 pps

> 194.66.92.98       * * *       =

>   Receiver      Query Source

J.Andrews@cs.ucl.ac.uk said:

> Gary,

> 
Thanks for the trace info.  Louise reported there was a lot of loss

> but I could only check things briefly about mid-way into the session.

> An mtrace showed something like 3 or 4% loss inbound between

> noc2&mbone.ulcc and between pluto.cs&mrouter.ucl.

>  > was free from loss (it seems). The strange response in the first

> mtrace was =

>  > consistent for a period of at least ten to fifteen minutes - was

> someone

>  > doing some reconfiguring?

> To my knowledge there was no reconfigation or outage at UCL-CS or

> UCL-ISD today.

>  > $ mtrace -l 144.172.6.162 128.16.6.50 224.2.12.30

>  > Mtrace from 144.172.6.162 to 128.16.6.50 via group 224.2.12.30

>  > Querying full reverse path... * switching to hop-by-hop:

>  >   0  merci.cs.ucl.ac.uk (128.16.6.50)

>  >  -1  ssppcc-gw-f0.uchicago.edu (128.135.2.15)  Unknown protocol

> code 0

>  > thresh^ 0  Not forwarding

>  > Round trip time 308 ms

> This is very odd.  The next hop from "merci" could not be 128.135.2.15

> - it has no mcast tunnels and only "pluto" (aka laphroaig/lea) as the

> mrouter for the subnet.

>  > $ mtrace -l 128.16.6.50 144.173.6.162 224.2.12.30

>  > ...

>  > 193.63.58.2     pluto.cs.ucl.ac.uk =

>  >    |     ^      ttl   24        0/551  =3D  0%  55 pps    50/373  =3D=

> 13%  37 pps

>  >    v     |      hop -124 s      0/10524=3D  0%  36 pps   898/5649 =3D=

> 16%  19 pps

>  > 128.40.22.218   mrouter.ucl.ac.uk =

> The loss for 224.2.12.30 looks bad.   "pluto" does seem to have had a

> high number of collisions/errors on that ethernet interface today - I

> will check further tomorrow.   If needed, maybe we can arrange a test

> session between Exeter and UCL to verify the loss/througput again.

> Thanks,

> John.

Friday 2oth March, 1998.

Colin Perkins reports losses on the mcc-ulcc MBone link.

C.Perkins@cs.ucl.ac.uk said:

> Average of 4%, but bursting up to 25% loss on that link...

> Colin

>   Source        Response Dest    Overall     Packet Statistics For

> Traffic From 193.60.11.36    224.0.1.32       Packet      193.60.11.36

> To 224.2.245.205

>      |       __/  rtt  133 ms     Rate       Lost/Sent =3D Pct  Rate

>      v      /     hop  -17 s     -------     ---------------------

> 193.60.11.33    144.124.34.30   trolloped.aber.ac.uk =

>      |     ^      ttl    2        32 pps        0/143  =3D  0%  14 pps

>      v     |      hop   33 s      32 pps        0/3696 =3D  0%  16 pps

> 144.124.16.6    dir.aber.ac.uk =

>      |     ^      ttl   26        32 pps        0/143  =3D  0%  14 pps

>      v     |      hop  -17 s      32 pps        0/3696 =3D  0%  16 pps

> 193.63.110.100  noc.bath.ja.net =

>      |     ^      ttl   27        69 pps        0/143  =3D  0%  14 pps

>      v     |      hop  219 s      55 pps        1/3696 =3D  0%  16 pps

> 193.63.104.99   mbone.rl.ja.net =

>      |     ^      ttl   28        69 pps        1/143  =3D  1%  14 pps

>      v     |      hop  -11 s      55 pps      165/3695 =3D  4%  16 pps

> 193.63.105.99   mbone.mcc.ja.net =

>      |     ^      ttl   29        69 pps        0/142  =3D  0%  14 pps

>      v     |      hop  254 s      53 pps       10/3530 =3D  0%  15 pps

> 193.63.94.99    mbone.ulcc.ja.net =

>      |     ^      ttl   29       243 pps        0/142  =3D  0%  14 pps

>      v     |      hop   61 s     271 pps       18/3520 =3D  1%  15 pps

> 193.63.94.26    noc2.ulcc.ja.net =

>      |     ^      ttl   31       102 pps        0/142  =3D  0%  14 pps

>      v     |      hop -122 s     139 pps        4/3502 =3D  0%  15 pps

> 128.40.22.218   mrouter.ucl.ac.uk =

>      |     ^      ttl   31       122 pps        1/142  =3D  1%  14 pps

>      v     |      hop  124 s     103 pps       14/3498 =3D  0%  15 pps

> 193.63.58.2     pluto.cs.ucl.ac.uk =

>      |     ^      ttl   31       210 pps        0/141  =3D  0%  14 pps

>      v     |      hop  208 ms    169 pps        0/3484 =3D  0%  15 pps

> 128.16.48.10    128.16.64.9     ess3.cs.ucl.ac.uk =

>      |      \__   ttl   31       158 pps        ?/141         14 pps

>      v         \  hop  350 ms    119 pps        ?/3484        15 pps

> 128.16.64.45    128.16.64.45

>   Receiver      Query Source

Friday 20th March, 1998.

The NOSC report downtime scheduled on connectivity

between UCL and JANET.

operations@ulcc.ac.uk said:

> Ticket Number: 980213-5                    Ticket Status: UPDATE

> Ticket Type  : Scheduled                   Ticket Source: JANET OPS

> Ticket Scope : Site                        Site/Line    : UCL Ticket

> Owner : JANET OPS                   Problem Fixer: UCL Ticket Opened:

> 980213 13:01 UTC            Problem Start: 980327 17:30 UTC Ticket

> Update: 980320 09:25 UTC             Ticket Closed:

>          Problem Ends : =

> Ticket Summary: Weekend Closure of Computing and Network Facilities

> Problem Description:

> Due to work at UCL JANET connectivity to and via UCL will be at risk

> from 5.30pm on Friday 27th March 1998 until 9am on Monday 30th March

> 1998.

> This may cause prolonged outages. =

> Affected: =

> This may affect atm-gw.ucl.ja.net, and the IP/ATM traffic that routes

> through it.   ( Depending on the status of super JANET 3)

> Actions:

> czijt54
980217 15:13 UTC This ticket has been sent out again as the

> original ticket was not distributed due to a problem with the mailing

> list.

> Time to Fix: (Hours:Mins) =

>                =

> Fix:

> History:

Friday 20th March, 1998.

Dave Price reports failure of mrouter at Telehouse

to the NOSC.

dap@aber.ac.uk said:

> Dear `Operations',

> 
Dave Price, Technical MBONE contact for Aberystywth and NOSC liaison

> for the PIPVIC project.

> 
We have just noticed that the tunnel from  that the MBone tunnel from

> mbone.ulcc.ja.net to noc.thouse.ja.net is down.

> noc.thouse.ja.net is also failing to respond to pings, caused I think

> by a routing problem. Pings return...

> ICMP Time Exceeded from gw5.ulcc.ja.net (193.63.94.80)

>  for dir.aber.ac.uk (144.124.16.6) to noc.thouse.ja.net

> (193.62.157.234) port  62009

> Dave Price

Friday 20th March, 1998.

Colin Perkins reports MBone losses mcc-rl.

C.Perkins@cs.ucl.ac.uk said:

>   Source        Response Dest    Overall     Packet Statistics For

> Traffic From 144.173.6.87    224.0.1.32       Packet      144.173.6.87

> To 224.2.245.205

>      v       __/  rtt  384 ms     Rate       Lost/Sent =3D Pct  Rate

> 144.173.6.61    xsgml.ex.ac.uk =

>      v     ^      ttl   25        10 pps        0/52   =3D  0%   5 pps

> 193.63.110.100  noc.bath.ja.net =

>      v     ^      ttl   26        36 pps        0/52   =3D  0%   5 pps

> 193.63.104.99   mbone.rl.ja.net =

>      v     ^      ttl   27        36 pps       22/52   =3D 42%   5 pps

> 193.63.105.99   mbone.mcc.ja.net =

>      v     ^      ttl   28        32 pps        0/30   =3D  0%   3 pps

> 193.63.94.99    mbone.ulcc.ja.net =

>      v     ^      ttl   28       359 pps        1/30   =3D  3%   3 pps

> 193.63.94.26    noc2.ulcc.ja.net =

>      v     ^      ttl   30       147 pps        0/29   =3D  0%   2 pps

> 128.40.22.218   mrouter.ucl.ac.uk =

>      v     ^      ttl   30        68 pps        0/29   =3D  0%   2 pps

> 193.63.58.2     pluto.cs.ucl.ac.uk =

>      v     ^      ttl   30       138 pps       -2/29   =3D -6%   2 pps

> 128.16.48.10    128.16.64.9     ess3.cs.ucl.ac.uk =

>      v      \__   ttl   30        75 pps        ?/31           3 pps

> 128.16.64.45    128.16.64.45

>   Receiver      Query Source =

Friday 20th March, 1998.

Dave Price reports losses mcc <-> rl <-> bath to the NOSC.

Freddie Williams at the NOSC acknowledges Dave Price's

earlier loss report. Dave provides another trace.

Dave also informs PIPVIC.

dap@aber.ac.uk said:

> Dear `Operations',

> 
Dave Price, Technical MBONE contact for Aberystywth and NOSC liaison

> for the PIPVIC project.

> 
We are currently holding a PIPVIC project meeting, and now, as well

> as the tunnel fault reported earlier, we now are experiencing very

> large loss somewhere mcc <-> rl <-> bath

>   Source        Response Dest    Overall     Packet Statistics For

> Traffic From 128.16.8.217    224.0.1.32       Packet      128.16.8.217

> To 224.2.245.205

>      |       __/  rtt  486 ms     Rate       Lost/Sent =3D Pct  Rate

>      v      /     hop 1590 ms    -------     ---------------------

> 128.16.6.40 193.63.58.2     pluto.cs.ucl.ac.uk

>      |     ^      ttl   25        49 pps        0/51   =3D  0%   5 pps

>      v     |      hop -123 s      59 pps        6/9121 =3D  0%   4 pps

> 128.40.22.218   mrouter.ucl.ac.uk

>      |     ^      ttl   26        54 pps        0/51   =3D  0%   5 pps

>      v     |      hop  122 s      71 pps       25/9115 =3D  0%   4 pps

> 193.63.94.26    noc2.ulcc.ja.net

>      |     ^      ttl   26        55 pps       -2/51   =3D -3%   5 pps

>      v     |      hop  -61 s      70 pps        1/9090 =3D  0%   4 pps

> 193.63.94.99    mbone.ulcc.ja.net

>      |     ^      ttl   28       291 pps        0/53   =3D  0%   5 pps

>      v     |      hop -254 s     304 pps      117/9089 =3D  1%   4 pps

> 193.63.105.99   mbone.mcc.ja.net

>      |     ^      ttl   29       288 pps       -2/53   =3D -3%   5 pps

>      v     |      hop   11 s     266 pps       36/8972 =3D  0%   4 pps

> 193.63.104.99   mbone.rl.ja.net

>      |     ^      ttl   30       227 pps       12/55   =3D 22%   5 pps

>      v     |      hop -219 s     134 pps      670/8936 =3D  7%   4 pps

> 193.63.110.100  noc.bath.ja.net

>      |     ^      ttl   31       149 pps        0/43   =3D  0%   4 pps

>      v     |      hop   18 s     115 pps        0/8266 =3D  0%   3 pps

> 144.124.16.6    dir.aber.ac.uk

>      |     ^      ttl   31       143 pps        0/43   =3D  0%   4 pps

>      v     |      hop  -33 s     107 pps        0/8266 =3D  0%   3 pps

> 144.124.34.30 193.60.11.33    trollope.dcs.aber.ac.uk

>      |      \__   ttl   31        56 pps        ?/43           4 pps

>      v         \  hop   16 s      74 pps        ?/8266         3 pps

> 193.60.11.36    193.60.11.36

>   Receiver      Query Source =

Operations@ulcc.ac.uk said:

> Dear Dave

> Thank you for your enquiry. We are dealing with it under ref JOD1226

> Please quote this number when you contact the helpdesk regarding this

> query.

> Regards

> Freddie Williams

dap@aber.ac.uk said:

> Dear Ops (Freddie Williams),

> 
Thanks for the email. re JOD 1226. Even though our meeting has ended,

> there still appears to be loss  mcc <-> rl <-> bath.

> Having a quick look at the "Places all over the world" session and

> tracing from a German site, losses still report in the UK. (Clearly,

> the non-uk losses are not your problem...)

> Here's another mtrace...

>  Results after 42 seconds:

>   Source        Response Dest    Overall     Packet Statistics For

> Traffic From

>    * * *        224.0.1.32       Packet      193.175.12.33 To

> 224.2.172.238

>      v       __/  rtt  960 ms     Rate       Lost/Sent =3D Pct  Rate

> 193.203.254.10  ch-ws.ten-34.net =

>      v     ^      ttl   49       157 pps        2/641  =3D  0%  14 pps

> 195.206.64.170  ams-mr.att-unisource.net =

>      v     ^      ttl   50        17 pps       85/639  =3D 13%  14 pps

> 194.68.128.50   192.36.148.206  stockholm.mbone.ebone.net =

>      v     ^      ttl   51       454 pps      244/554  =3D 44%  12 pps

> 193.63.94.99    mbone.ulcc.ja.net =

>      v     ^      ttl   51       224 pps        0/310  =3D  0%   7 pps

> 193.63.105.99   mbone.mcc.ja.net =

>      v     ^      ttl   51       224 pps       -2/310  =3D  0%   7 pps

> 193.63.104.99   mbone.rl.ja.net =

>      v     ^      ttl   51        95 pps       44/312  =3D 14%   7 pps

> 193.63.110.100  noc.bath.ja.net =

>      v     ^      ttl   51        81 pps        0/268  =3D  0%   6 pps

> 144.124.16.6    dir.aber.ac.uk =

>      v     ^      ttl   51        72 pps        0/268  =3D  0%   6 pps

> 144.124.34.30   193.60.11.33    trollope.dcs.aber.ac.uk =

>      v      \__   ttl   51        10 pps        ?/268          6 pps

> 193.60.11.36    193.60.11.36

>   Receiver      Query Source

> Dave Price

dap@aber.ac.uk said:

> Dear Friends,

> 
As well as the Thouse tunnel failure, I also reported to the NOSC the

> large traffic loss we were experiencing somewhere

>  mcc <-> rl <-> bath. They have now acknowledged this email and are

> investigating. Unfortunately, I guess that as we have ceased

> transmission, the overload, wherever it was, has no doubt ended.

> Dave Price

Friday 20th March, 1998.

NOSC reports a problem with an Ethernet at Telehouse.

Dave Price informs PIPVIC.

operations@ulcc.ac.uk said:

> Ticket Number: 980320-1                    Ticket Status: OPEN Ticket

> Type  : Unscheduled                 Ticket Source: JANET OPS Ticket

> Scope : Link                        Site/Line    : Telehouse Ticket

> Owner : JANET OPS                   Problem Fixer: - Ticket Opened:

> 980320 10:57 UTC            Problem Start: 980320 05:43 UTC Ticket

> Update:                              Ticket Closed:

>          Problem Ends : =

> Ticket Summary: Telehouse Ethernet problem

> Problem Description:

> A problem has occured at Telehouse relating to it's Ethernet which

> involved the dis connection of a NOC Sun.

> Affected: =

> Telehouse

> Actions:

> cziafsw
980320 11:07 UTC This is currently being investigated.

> Time to Fix: (Hours:Mins) =

>                =

> Fix:

> History:

dap@aber.ac.uk said:

> Dear All,

> 
The NOSC have now issued a "ticket" reporting a problem with an

> Ethernet in telehouse, which involved the dis-connection of a NOC Sun.

> This is almost certainly the cause of the MBone tunnel failure which

> has led to Essex (and Brighton and Sussex and .......) becoming

> disconnected.

> Dave Price

Friday 20th March, 1998.

Dave Price asks for advice on odd forwarding he has observed

on the UK MBone. John Andrews responds, confirming Dave's thoughts.

Panos replies too. Dave then admits why he was asking questions.

Namely, during the morning it appears that traffic had

been following BOTH of two different routes from ulcc to rl,

even though one of the routes had a much higher metric!

Dave Price had emailed the NOSC concerning this observation.

They too were puzzled.

dap@aber.ac.uk said:

> Dear Techies on pipvic...,

> 
Given that there are two routes to a destination mrouter from a

> nominated mrouter,

> 
a).a single hop but with a high metric

> 
and

> 
b). a two hop route, but with a much lower metric...

> 1/. 
How much traffic would you expect to see going via the one-hop/

> high metric link??

> 2/.
Would you expect this to vary, if so why?

> Dave Price

J.Andrews@cs.ucl.ac.uk said:

> Dave,

>  > 
Given that there are two routes to a destination mrouter

>  > from a nominated mrouter,

>  > =

>  > 
a).a single hop but with a high metric

>  > 
and

>  > 
b). a two hop route, but with a much lower metric...

> I think metrics are artificial hops (ie the "cost" of a path), so:

>  > 1/. 
How much traffic would you expect to see going via the

>  > one-hop/high metric link??

> None if the sum of the metrics/hops for a) is more than b).

>  > 2/.
Would you expect this to vary, if so why?

> No, unless the a) link fails, then all should use b)

> But there could be some routes that were "better" (ie had smaller hop

> count), on a) if the feed into b) had a high metric or the nets in

> question were many hops away.  Or had a different MBONE feed than that

> of a).   In that case both links would be use (for differents nets).

> I think this is right but am not 100% sure.

> Thanks,

> John.

P.Gevros@cs.ucl.ac.uk said:

> Dave,

> if i can add to what John said earlier on,  a useful model to think

> about the Mbone is  =

> imagine each SUBNET being the SOURCE of the BROADCAST TREE and the

> BROADCAST TREE reaches ALL other subnets in the Mbone and it's getting

> PRUNED to leave a MULTICAST DELIVERY TREE (part of the  broadcast one)

> the TREE FORMATION depends on the *RECEIVING* NODES, and the

> "nominated  router" doesnt think :  "I have to forward this on this

> interface to reach Subnet X " like unicast it just *sends where no

> prune for this (GROUP) has been received*.

> The important thing that

>   i) it is a TREE in any case so there are *not* multiple  paths

> between the SRC (subnet with possibly more than one mrouter on) and

> another SUBNET (NODE) in the tree.

> ii) the tree is calculated using DISTANCE VECTOR routing (RFC 1058)

> which is  based on METRICS not on HOPS.

> Cheers, Panos

dap@aber.ac.uk said:

> Dear All,

> 
My email addressed to "techies" of course had a hidden reason this

> morning. My prior understanding of what should happen with the one-hop

> high metric and two-hop low metric paths between mrouters was exactly

> as explained by John and Panos. However, I did not wish to influence

> what anyone might say....

> 
My reason for the posting was that I captured some long-running

> mstat's while our meeting was in progress this morning, and funny

> things were happening....

> 
Here are two adjacent outputs from mstat, ten seconds apart. I was

> probing   mbone.ulcc.ja.net

> DVMRP Virtual Interface Statistics Table for mbone.ulcc.ja.net Vif

> InPkts   OutPkts    InBytes   OutBytes Rate Type    State

> Remote-Addressn 0        646      3374

>      398519    2035762    0 subnet  up    193.63.94/24

>  1          0         0          0          0    0 subnet  disab

> 192.168.0/24

>  2       2596        10    1541091       1312  500 tunnel  up

> stockholm.mbone.ebone.net

>  3          0       148          0      29499 1000 tunnel  up

> mbone.rl.ja.net

>  4        794      3238     503976    1937944 2000 tunnel  up

> mbone.mcc.ja.net

>  5          1      2750         92    1554330 2000 tunnel  up

> mbone.ed.ja.net

>  6          0      1775          0     970096 1000 tunnel  up

> noc.cam.ja.net

>  7          0         0          0          0 2000 tunnel  down

> noc.thouse.ja.net

> DVMRP Virtual Interface Statistics Table for mbone.ulcc.ja.net Vif

> InPkts   OutPkts    InBytes   OutBytes Rate Type    State

> Remote-Addressn 0        620      2889

>      368895    1725083    0 subnet  up    193.63.94/24

>  1          0         0          0          0    0 subnet  disab

> 192.168.0/24

>  2       2282         8    1394626       1188  500 tunnel  up

> stockholm.mbone.ebone.net

>  3          0        97          0      19257 1000 tunnel  up

> mbone.rl.ja.net

>  4        607      2896     335064    1755268 2000 tunnel  up

> mbone.mcc.ja.net

>  5          0      2771          0    1664333 2000 tunnel  up

> mbone.ed.ja.net

>  6          0      1738          0     994239 1000 tunnel  up

> noc.cam.ja.net

>  7          0         0          0          0 2000 tunnel  down

> noc.thouse.ja.net

> Firstly, you will notice confirmation that the tunnel to telehouse

> (and thus essex and friends) was down. Secondly, you will notice

> outgoing traffic from ulcc to rl directly, even though the metric for

> that tunnel is much higher than the cumulative metric for the two hop

> route via mcc. The 29499 bytes were over the ten second period and

> thus amount to 2950 bytes/sec, i.e. about 30kbit/sec...

> 
I have been chatting to the NOSC about this, and they too are

> somewhat puzzled. My only thought is that traffic must have been

> arriving for a "new" multicast group which had not yet been "pruned"

> for that particular group yet on that tunnel. Is that feasible??

> Dave Price

dap@aber.ac.uk said:

> To: Duncan Rogerson <duncan@noc.ten-34.net> Cc: D E PRICE

> <dap@aber.ac.uk>, operations@ulcc.ac.uk Subject: Re: MBONE performance

> problem. Date: Fri, 20 Mar 1998 13:57:54 +0000 From: D E PRICE

> <dap@aber.ac.uk>

> Dear Dunc,

> 
While this mornings meeting was in progress, I collected some regular

> statistics (using mstat) from, amongst over places, mbone.ulcc.ja.net.

> 
This machine feeds both the high metric direct tunnel to

> mbone.rl.ja.net as well as the low metric, two hop route to

> mbone.rl.ja.net via mbone.mcc.ja.net.

> 
I expected to see all the traffic travel off via the low metric, mcc

> route. I asked some PIPVIC colleagues, they expected that behaviour

> too.

> 
However, significant amounts of traffoc were moving over the high

> metric tunnel.

> Note the couple of snaps from "mstat -T 10 -D" (ten second

> intervals)...

> DVMRP Virtual Interface Statistics Table for mbone.ulcc.ja.net Vif

> InPkts   OutPkts    InBytes   OutBytes Rate Type    State

> Remote-Addressn 0        798

>      2552     448151    1608451    0 subnet  up    193.63.94/24

>  1          0         0          0          0    0 subnet  disab

> 192.168.0/24

>  2       2077         8    1245803       1188  500 tunnel  up

> stockholm.mbone.ebone.net

>  3          0       102          0      44730 1000 tunnel  up

> mbone.rl.ja.net

>  4        452      2929     354110    1725172 2000 tunnel  up

> mbone.mcc.ja.net

>  5          0      2778          0    1573844 2000 tunnel  up

> mbone.ed.ja.net

>  6          0      2063          0    1456225 1000 tunnel  up

> noc.cam.ja.net

>  7          0         0          0          0 2000 tunnel  down

> noc.thouse.ja.net

> DVMRP Virtual Interface Statistics Table for mbone.ulcc.ja.net Vif

> InPkts   OutPkts    InBytes   OutBytes Rate Type    State

> Remote-Addressn 0        879

>      2788     453541    1701595    0 subnet  up    193.63.94/24

>  1          0         0          0          0    0 subnet  disab

> 192.168.0/24

>  2       2350         9    1369813       1328  500 tunnel  up

> stockholm.mbone.ebone.net

>  3          0       131          0      58342 1000 tunnel  up

> mbone.rl.ja.net

>  4        462      3174     352077    1791636 2000 tunnel  up

> mbone.mcc.ja.net

>  5          1      2984        140    1594481 2000 tunnel  up

> mbone.ed.ja.net

>  6          0      2092          0    1451058 1000 tunnel  up

> noc.cam.ja.net

>  7          0         0          0          0 2000 tunnel  down

> noc.thouse.ja.net

> These clearly show significant amounts of traffic going out from ulcc

> directly to rl?? Why??

> Bye the way, yesterday afternoon we conducted a one hour seminar which

> had really good quality and virtually no loss at all....

> Dave

duncan@noc.ten-34.net said:

> These clearly show significant amounts of traffic

> going out from ulcc directly to rl?? Why??

> Hmm, I'm not sure - the metrics should mean it doesn't use that path.

> =

> RAL actually cut over to using SuperJANET III on Tuesday, although the

> MBONE tunnel from ULCC was still using the SMDS connection.  ULCC's

> SMDS connection has been less heavily loaded since the SJ3 migration

> started, however I've now tweaking things so that any traffic that

> does use the ULCC-RL tunnel now uses SJ3 instead of the SMDS.

> I'll have a look at the metrics when I get a chance - although I think

> perhaps I can take them back down again, now we have SJ3, and traffic

> can intentionally go direct to RL from ULCC again.

> Bye the way, yesterday afternoon we conducted

> a one hour seminar which had really good quality

> and virtually no loss at all....

> Well, that's good news at least ... unlike today which seems to be a

> bit of a bad day for the JANET MBONE ...

> Dunc

Dear Dunc,


Thanks for the reply. I you do re-jig metrics so traffic

goes directly ulcc <-> can you let me know please.

Thanks,

Dave

Friday 20th March, 1998.

Duncan Rogerson (NOSC) follows up on reports from Dave Price.

Dave Price observes to PIPVIC that this seems to be the first

MBone Ticket he ever remembers seeing.

duncan@noc.ten-34.net said:

> Dave,

> We are currently holding a PIPVIC project meeting, and now, as well as

> the

> tunnel fault reported earlier, we now are experiencing very large loss

> somewhere mcc <-> rl <-> bath

> We've got a problem with the ethernet hosting the MBONE router at

> Telehouse unfortunately at the moment, which is going to require

> someone to go out to Telehouse, so it's likely to be later on this

> afternoon or possibly Monday morning before that can be resolved.

> We've been checking into the apparent packet loss between Bath and RAL

> since you last reported it, however so far we've been unable to find a

> reason I'm afraid.  We'll continue to look into it.

> Regards,

> Dunc

operations@ulcc.ac.uk said:

> Ticket Number: 980320-1                    Ticket Status: UPDATE

> Ticket Type  : Unscheduled                 Ticket Source: JANET OPS

> Ticket Scope : Link                        Site/Line    : Telehouse

> Ticket Owner : JANET OPS                   Problem Fixer: - Ticket

> Opened: 980320 10:57 UTC            Problem Start: 980320 05:43 UTC

> Ticket Update: 980320 12:28 UTC             Ticket Closed:

>                 Problem Ends : =

> Ticket Summary: Telehouse Ethernet problem

> Problem Description:

> A problem has occured at Telehouse relating to it's Ethernet which

> involved the dis connection of a NOC Sun.

> Affected: =

> The Janet MBone service.

> Actions:

> cziaasl
980320 12:28 UTC This ticket is being re-issued with the

> correct "Affected" details

> Time to Fix: (Hours:Mins) =

>                =

> Fix:

> History:

> cziafsw
980320 11:07 UTC This is currently being investigated.

Dear Dunc,


Thanks for the email. Shortly after I posted the

report I saw the JIPS ticket re the Telehouse

Ethernet. The loss mcc <-> rl <-> bath, certainly seems

odd. Even now with low traffic on the Mbone, the loss

is noticeably. I have kept the PIPVIC project

informed of your progrees and replies etc.

Thanks,

Dave

dap@aber.ac.uk said:

> Dear Colleagues,

> 
I think we are at last seeing the MBone treated as a proper service.

> The NOSC are responding very well to reports (as indeed they have been

> for many weeks) and today they have issued, what as far as I recall,

> is perhaps the first "JIPS Ticket" reporting an MBone problem.

> I will include for interest...

> Dave

duncan@noc.ten-34.net said:

> Ethernet. The loss mcc <-> rl <-> bath, certainly seems

> odd. Even now with low traffic on the Mbone, the loss

> is noticeably. I have kept the PIPVIC project

> Yes, it's a really strange problem ... once the transition to

> SuperJANET III is completed, we should have more time to investigate

> in a bit more depth.

> Cheers

> Dunc =

Monday 23rd March, 1998.

The NOSC report that the Telehouse Mrouter is back working

after a break of 3.5 days. Dave Price tells PIPVIC.

operations@ulcc.ac.uk said:

> Ticket Number: 980320-1                    Ticket Status: CLOSED

> Ticket Type  : Unscheduled                 Ticket Source: JANET OPS

> Ticket Scope : Link                        Site/Line    : Telehouse

> Ticket Owner : JANET OPS                   Problem Fixer: JANET OPS

> Ticket Opened: 980320 10:57 UTC            Problem Start: 980320 05:43

> UTC Ticket Update: 980320 13:39 UTC             Ticket Closed: 980323

> 14:45 UTC            Problem Ends : 980323 11:50 UTC

> Ticket Summary: Telehouse Ethernet problem

> Problem Description:

> A problem has occured at Telehouse relating to the NOC ethernet, which

> has caused the NOC Sun to be disconnected.

> Affected: =

> The Janet MBone service.

> Actions:

> cziadar
980320 13:39 UTC Please note re-wording of the problem

> description for clarification.

> Time to Fix: (Hours:Mins) =

> 78:7           =

> Fix:

> The transceiver  was at Telehouse was changed.

> History:

> cziafsw
980320 11:07 UTC This is currently being investigated.

> cziaasl
980320 12:28 UTC This ticket is being re-issued with the

> correct "Affected" details

dap@aber.ac.uk said:

> Dear All,

> 
JANET operations have reported that the fault at Telehouse which

> caused Essex (and others) to be disconnected from the MBone has been

> fixed by replacing an Ethernet Transceiver. They report the problem

> ended at 980323 11:50 UTC after a fault lasting 78 hours 7 minutes.

> Dave Price

Wednesday 25th March, 1998.

Gary Stringer (Exeter) informs the project that the main JANET link

feeding Aberystwyth had failed at about 14:00. Dave Price

announces reconnection at about 20:00. A loss of about 6 hours.

The fault is reported as =


"BT called to say problem was found to be


with a fibre optic joint in the Aberystwyth =


Telephone Exchange.  Connectivity to the =


outside world and to the FE Colleges was =


restored at 20:06 last night."

G.B.Stringer@exeter.ac.uk said:

> Hello PIPVIC people,

> Dave Price in Aberystwyth has just informed me (by phone) that all

> connections  between Aberystwyth and Cardiff are currently down - no

> cause established. This includes multicast and unicast traffic.

> As the exact problem has not been discovered yet, there's no estimate

> of when  they'll be back online.

> Regards Gary

dap@aber.ac.uk said:

> Dear All,

> 
Aberystwyth has re-joined the Internet....

> Dave

April – Short Version

Wednesday 1st April, 1998.


The NOSC issues aticket to report UK Mbone cut off


from the world and Dave Price tells PIPVIC of failure


and then restoration.


Wednesday 1st April, 1998.

Gary Stringer observes losses ULCC <-> RL during

PC trials. Dave replies. Dave also notes the need

for a "deputy NOSC liasion person" while he is

away in Singapore.

Thursday 2nd April, 1998.

Ian Campbell reports on SJII changes at Exeter.

Dave replies and suggests we have some input into

the re-design of the UK Mbone in the light of SJIII.

Henry Hughes replies.

Thursday 23rd April, 1998

Gary and Colin and the NOSC briefly discuss

European connectivity and loss.

Thursday 28th April, 1998.

The NOSC report the UCL intend to change hardware

in their Ethernet switch.

April – Long Version

Wednesday 1st April, 1998.

The NOSC issues aticket to report UK Mbone cut off

from the world and Dave Price tells PIPVIC of failure

and then restoration.

operations@ulcc.ac.uk said:

> Ticket Number: 980401-3                    Ticket Status: OPEN Ticket

> Type  : Unscheduled                 Ticket Source: JANET OPS Ticket

> Scope : Router                      Site/Line    :

> stockholm.mbone.ebone.net. Ticket Owner : JANET OPS

> Problem Fixer: EBONE Ticket Opened: 980401 09:01 UTC

> Problem Start: 980401 08:00 UTC Ticket Update:

>      Ticket Closed:                             Problem Ends : 

> Ticket Summary: stockholm.mbone.ebone.net router unreachable.

> Problem Description:

> The External MBONE router, stockholm.mbone.ebone.net which is used by

> JANET is unreachable. as of 09:00

> Affected: 

> Connectivity to stockholm.mbone.ebone.net.

> Actions:

> cziafsw
980401 09:18 UTC EBONE have been notified and will be carrying

> out investigations. They will inform us of their findings

> Time to Fix: (Hours:Mins) 

>                

> Fix:

> History:

dap@aber.ac.uk said:

> Dear Friends,

> 
Just so everyone does not worry about their empty "sdr" windows, I

> thought I would point out that the NOSC has issued a "Ticket"

> reporting that the tunnel from the UK to Europe has gone down.

> 
A quick check seems to show that (most/all) pipvic sites are still

> connected o.k. within the UK so this should not in any way effect this

> afternoon's test.

> Except of course, there is likely to be generally less load as we will

> not have lots of other sites listening to MBone radio stations or

> watching "Car Parks around the World".

> Dave Price

dap@aber.ac.uk said:

> Dear All,

> 
UK MBone now reconnected to the Global MBone...

> Dave 

Wednesday 1st April, 1998.

Gary Stringer observes losses ULCC <-> RL during

PC trials. Dave replies. Dave also notes the need

for a "deputy NOSC liasion person" while he is

away in Singapore.

G.B.Stringer@exeter.ac.uk said:

> Watching the net during the trials this afternoon, I noticed that the

> MBone  traffic seemed to be going direct from ULCC to RL, rather than

> via MCC as in  recent months. There seemed to be some loss (avg. 5-10%

> perhaps) on this link.  There were also some odd problems (and losses)

> within UCL and from UCL to ULCC.  Relevant mtraces and an rtpdump can

> be found on Exeter's local info page --  http://www.ex.ac.uk/pallas/

> relate/pipvic.html -- labelled 'pipvic-tests'.

> Dave (Price) - do you want to follow this up? Do you have time before

> you leave  for exotic places? What are we going to do while you're

> away?

> Grace & peace, Gary

dap@aber.ac.uk said:

> Dear Gary and Friends (and HENRY),

> 
I have just found five minutes to read email before writing the next

> block of slides :-(

> 
I suspect that the NOSC have now put back the direct RL<-> BATH

> tunnel. They mentioned this on the phone as a good idea since SJII can

> now be used for the route. The hop via MCC now should not be

> necessary.

> 
I think it would be a good idea if we could negotiate a "deputy NOSC

> liasion person" while I am away. If Henry sees this, can you arrange

> for the NOSC to be called by someone please while I am away??

> Dave Price 

Thursday 2nd April, 1998.

Ian Campbell reports on SJII changes at Exeter.

Dave replies and suggests we have some input into

the re-design of the UK Mbone in the light of SJIII.

Henry Hughes replies.

I.L.C.Campbell@exeter.ac.uk said:

> 

> Dear Gary and Friends (and HENRY),

> 

> 
I have just found five minutes to read email before writing

> the next block of slides :-(

> 

> 
I suspect that the NOSC have now put back the direct

> RL<-> BATH tunnel. They mentioned this on the phone as a good idea

> since SJII can now be used for the route. The hop via MCC now

> should not be necessary.

> 

> 
I think it would be a good idea if we could negotiate

> a "deputy NOSC liasion person" while I am away. If Henry

> sees this, can you arrange for the NOSC to be called by someone

> please while I am away??

>  Dave

> Seeing your note made me think - last Friday we switched the Exeter

> JANET link from SMDS to the ATM SuperJanet III route. From Exeter the

> cable now goes to Bristol (I believe) but all data is sent to London,

> although return data may come over any circuit (could be London,

> Leeds, Manchester or Bristol).

> In the light of this, it seems silly that our mbone tunnel is between

> Exeter and Bath - as I understand it traffic to London will go:-

>   Exeter->London->Bath to get on the mbone, then

>   Bath->London         to get to UCL.

> Once SuperJanet III has settled down, I guess that we need to redefine

> the tunnels?  Is anyone investigating this do you know?

> Ian

dap@aber.ac.uk said:

> Dear Ian and Friends on PIPVIC + Nick Shield and Jeremy Sharp,

> 
Background: "Various PIPVIC people are thinking

> 


about the MBone in the light of SJIII"

> 
I talked briefly about the MBone configuration to various NOSC staff

> in telephone calls and emails etc.. I gather someone at UKERNA is

> re-designing the UK MBone, but its not clear to me exactly who that

> is.

> (##Henry, Nick or Jeremy, do you know?##).

> 
I think they (UKERNA/NOSC) have been somewhat pre-occupied by the

> SJIII changes, but hopefully, someone will properly look at this soon.

> 
My understanding of the SJIII design, suggests to me that Bristol

> might be a good place for a MBone node as opposed to the current node

> at Bath.

> 
Request to Henry, Nick and Jeremy

> 
================================== Would it be possible for a "draft"

> of the new MBone design to be circulated around relevant/interested

> people before the re-design is et in stone please?

> I'm off to Singapore in an hour or so, to teach on our MSc course.

> I'll probably be off email until (say) 20th April.

> Dave

H.Hughes@ukerna.ac.uk said:

> At 9:12 am +0100 2/4/98, I.L.C.Campbell@exeter.ac.uk wrote: >> >> Dear

> Gary and Friends (and HENRY), >> >> 
I have just found five minutes to

> read email before writing >> the next block of slides :-( >> >> 
I

> suspect that the NOSC have now put back the direct >> RL<-> BATH

> tunnel. They mentioned this on the phone as a good idea >> since SJII

> can now be used for the route. The hop via MCC now >> should not be

> necessary. >> >> 
I think it would be a good idea if we could

> negotiate >> a "deputy NOSC liasion person" while I am away. If Henry >

> > sees this, can you arrange for the NOSC to be called by someone >>

> please while I am away?? >> >Dave > >Seeing your note made me think -

> last Friday we switched the Exeter >JANET link from SMDS to the ATM

> SuperJanet III route. From Exeter the cable >now goes to Bristol (I

> believe) but all data is sent to London, although >return data may

> come over any circuit (could be London, Leeds, Manchester >or

> Bristol). > >In the light of this, it seems silly that our mbone

> tunnel is between >Exeter and Bath - as I understand it traffic to

> London will go:- >

>  Exeter->London->Bath to get on the mbone, then

>  Bath->London         to get to UCL. > >Once SuperJanet III has

> settled down, I guess that we need to redefine >the tunnels?  Is

> anyone investigating this do you know? > >Ian >-- >Ian L C Campbell,

> Information Technology Services >The University, Exeter, Devon, EX4

> 4QE, UK >Phone +44 1392 263955  FAX +44 1392 211630  Mobile 0370

> 655265

> Is there anyone willing to take over as JOD, JANET OPERATIONS DESK

> (NOSC) technical contact for the PIPVIC project while Dave is away? Do

> we have any volunteers?

> With regard to MBONE over SJIII there are plans in place to re-design

> the MBONE. We would like to try to us the ATM inferstructure and core

> routers to create a much enhanced MBONE. However this work will have

> to take place in an operational environment. Depending on how well

> some initial testing goes we may see some benefits of MBONE II during

> the PIPVIC project. I will keep you posted.

> Regards Henry 

H.Hughes@ukerna.ac.uk said:

> At 9:46 am +0100 2/4/98, D E PRICE wrote: >Dear Ian and Friends on

> PIPVIC + Nick Shield and Jeremy Sharp, > >
Background: "Various PIPVIC

> people are thinking >


about the MBone in the light of SJIII" > >
I

> talked briefly about the MBone configuration to various >NOSC staff in

> telephone calls and emails etc.. I gather someone >at UKERNA is

> re-designing the UK MBone, but its not >clear to me exactly who that

> is. > >(##Henry, Nick or Jeremy, do you know?##). > >
I think they

> (UKERNA/NOSC) have been somewhat pre-occupied by the >SJIII changes,

> but hopefully, someone will >properly look at this soon. > >
My

> understanding of the SJIII design, suggests to me that >Bristol might

> be a good place for a MBone node as opposed >to the current node at

> Bath. > >
Request to Henry, Nick and Jeremy >
=========================

> ========= >Would it be possible for a "draft" of the new MBone design >

> to be circulated around relevant/interested people before >the

> re-design is et in stone please? > > >I'm off to Singapore in an hour

> or so, to teach on our >MSc course. I'll probably be off email until

> (say) 20th April. > >Dave

> Dave, All,

> The new MBONE or MBONE II involves more than one individual. Nick

> Shield as JANET Operations Manager will oversee the project. However

> there will be input from NOSC, members of UKERNA and others in the

> design for MBONE II. It should be possible to circulate drafts of the

> new MBONE design, however it should be noted that it does have to work

> in an operational environment and is subject to budgetary constraint.

> Given your technical expertise in this area, Dave and your involvement

> in the PIPVIC project I am sure your comments, and those of others

> closely involved with MBONE would be most welcome.

> I will keep you informed of progress in this area.

> Regards Henry 

Thursday 23rd April, 1998

Gary and Colin and the NOSC briefly discuss

European connectivity and loss.

C.Perkins@cs.ucl.ac.uk said:

> --> Gary Stringer writes: >For information: I haven't replied yet - do

> we need to discuss an appropriate  >response regarding European

> traffic bandwidth at tomorrow's PIPVIC meeting?

> It's kind-of tricky, since PIPVIC does not have European participants.

>  My main aim in contacting the list was to determine the correct means

> of reporting problems, since this list contains people from UKERNA who

> know the relevant procedures. 

> I can follow this up with the NOSC, from the point-of-view of other

> projects here at UCL which use the international links. I don't see

> the need for PIPVIC to have a position on this issue, so long as we

> don't cause problems with national connectivity when resolving the

> current international connectivity problems.

> Probably this is better suited to mbone-uk, rather than PIPVIC.

> Colin

G.B.Stringer@exeter.ac.uk said:

> For information: I haven't replied yet - do we need to discuss an

> appropriate  response regarding European traffic bandwidth at

> tomorrow's PIPVIC meeting?

> --- Begin Forwarded Message --- Date: Thu, 23 Apr 1998 11:25:10 +0100

> From: Duncan Rogerson <duncan@nosc.ja.net>

> Gary,

>    RE: loss between mbone.ulcc.ja.net and uk-ws.ten-34.net

> JANET's external MBONE tunnel is currently rate-limited to 1Mbps, in

> order to prevent the national 2Mbps MBONE tunnels becoming saturated,

> so that national projects such as PIPVIC should find bandwidth

> available when it's needed.  The JANET link to TEN-34 is currently not

> congested, so I'd imagine that the congestion must simply be because

> there is/was a heavy multicast demand.  We're aware that one site on

> the JANET MBONE at the moment appears to be taking a full multicast

> feed continually, which we're working on.

> I wasn't aware that PIPVIC had international participants - if so, we

> may need to adjust our thinking on the size of the external tunnel.

> Regards

> Duncan Rogerson JANET NOSC

C.Perkins@cs.ucl.ac.uk said:

> Hi,

> Apologies in advance, since this is not really a PIPVIC issue, but it

> does affect the UK Mbone, and I know that there are UKERNA people, and

> an Mbone liason person on this list...

> It seems that the link between SuperJANET and Ten34 is rather

> overloaded at present, and is giving around 30% packet loss between

> mbone.ulcc.ja.net and uk-ws.ten-34.net. I've been monitoring this for

> around an hour now, and the  loss seems reasonably constant. 

> Suggestions on who I should report this to, are very welcome? Should

> it go to the SuperJANET NOSC?

> Colin

G.B.Stringer@exeter.ac.uk said:

> On Tue, 21 Apr 1998 12:20:18 +0100 Colin Perkins <C.Perkins@cs.ucl.ac.u

> k> wrote:

> It seems that the link between SuperJANET and Ten34 is rather

> overloaded at

> present, and is giving around 30% packet loss between

> mbone.ulcc.ja.net and

> uk-ws.ten-34.net. I've been monitoring this for around an hour now,

> and the 

> loss seems reasonably constant. 

> This problem, still apparent at 11:15 today (Wed 22), has been

> reported to JANET  operations. I am awaiting their reply.

> Apologies fo the delay in processing this...

> Gary ----------------------

Thursday 28th April, 1998.

The NOSC report the UCL intend to change hardware

in their Ethernet switch.

operations@ulcc.ac.uk said:

> Ticket Number: 980428-1                    Ticket Status: SCHEDULED

> Ticket Type  : Scheduled                   Ticket Source: JANET OPS

> Ticket Scope : Links                       Site/Line    : UCL Ticket

> Owner : JANET OPS                   Problem Fixer: UCL Ticket Opened:

> 980428 13:38 UTC            Problem Start: 980429 07:00 UTC Ticket

> Update:                              Ticket Closed:

>          Problem Ends : 

> Ticket Summary: University College London emergency

> Problem Description:

> New hardware will be installed in the ethernet switch which connects

> all the central computers to the network, between 08.00 and 08.30 on

> Wednesday 29th April 1998.  We apologise for the short notice of this

> outage, but  hopefully this will cure the problems that we have been

> experiencing recently with the switch

> Affected: 

> Connectivity to UCL 

May – Short Version

Friday 1st May, 1998.


Henry Hughes confirms reporting procedure to the NOSC.

Friday 1st May, 1998.

Colin Perkins reports mrouter crash at UCL.

Monday 4th May, 1998.

Colin Perkins reports the availability of graphs of network

quality from the Friday meeting.

Friday 8th May, 1998

The NOSC reports routing problem on all core SJIII routers.

This fault caused Aberystwyth and Exeter to be in

effect disconnected.

Friday 8th May, 1998

Colin Perkins reports 10% loss between Bath and Exeter during today's meeting.

Wednesday 13th May, 1998.

Gary reports "strange" audio problems. Various emails

follow, but there seems no real evidence that the fault

is network related. Various people suggest that audio

cards may have failed, but it remains odd....

Thursday 14th May, 1998.

The NOSC report MBone failure in Edinburgh. Blamed

on a power failure.

Tuesday 19th May, 1998.

A fault with   noc2.ulcc.ja.net causes session to be abandoned.

Gary phones Dave, Dave makes check and emails the NOSC, NOSC

start to respond with email reply within 6 minutes.

Friday 22nd May, 1998.

Colin Perkins notes losses at various places that effected

the morning meeting.  "Seems that these are occuring on the tunnel

between noc.bath.ja.net and mbone.rl.ac.uk, and within UCL between

pluto.cs.ucl.ac.uk and mrouter.ucl.ac.uk. Not sure what's causing this.."

Dave Price also notes the fault and the importance of making sure

all is o.k. for the June Demo day.

May – Long Version

Friday 1st May, 1998.

Henry Hughes confirms reporting procedure to the NOSC.

H.Hughes@ukerna.ac.uk said:

> Dave, Gary,

> I have an action to confirm the reporting procedure for faults

> regarding the Mbone. In reporting faults could you please supply as

> much technical detail as possible. Could you also cc the message to

> Angela and myself, I would like to keep an eye on problems as they go

> through the system and insure they are dealt with promptly.

> The official procedure for reporting faults/problems is;

> 1) Report the problem/fault by e-mail to the JANET Operations Desk

> (JOD) operations@ja.net

> If the problem cannot be resolved e.g. the link is congested hence

> packet loss the next stage is;

> 2) Report the fault along with details to JANET Customer Service (

> service@ukerna.ac.uk ) specifying the problem as a "Service

> Performance Issue"

> We don't want to abuse the system but we do want results. To this end

> can you try to filter any problems to insure that only the important

> relevant issues are raised.

> Many thanks Regards Henry

Friday 1st May, 1998.

Colin Perkins reports mrouter crash at UCL.

C.Perkins@cs.ucl.ac.uk said:

> Hi,

> We've just had another mrouting outage. Seems that the problem was

> that mrouter.ucl.ac.uk had crashed, meaning that UCL-CS was cut-off

> from the rest of the world.

> Colin

Monday 4th May, 1998.

Colin Perkins reports the availability of graphs of network

quality from the Friday meeting.

C.Perkins@cs.ucl.ac.uk said:

> Hi,

> I've created some graphs showing the network quality during the

> meeting last Friday, which you may find interesting. These are

> available from:

> 
http://www-mice.cs.ucl.ac.uk/pipvic/NetworkMonitoring1/ Note that

> this page contains a number of very large images, don't be surprised

> if it takes a long time to download...

> Colin

Friday 8th May, 1998

The NOSC reports routing problem on all core SJIII routers.

This fault caused Aberystwyth and Exeter to be in

effect disconnected.

operations@ulcc.ac.uk said:

> Ticket Number: 980508-1                    Ticket Status: UPDATE

> Ticket Type  : Unscheduled                 Ticket Source: JANET OPS

> Ticket Scope : Routers                     Site/Line    : SJIII Ticket

> Owner : JANET OPS                   Problem Fixer: C&W Ticket Opened:

> 980508 06:39 UTC            Problem Start: 980507 21:59 UTC Ticket

> Update: 980508 11:13 UTC             Ticket Closed:

>          Problem Ends : 

> Ticket Summary: All four SJIII Core Routers are not advertising

> default routes.

> Problem Description:

> All four SJIII Core Routers are not advertising default routes.

> Affected: 

> Connectivity to SJIII

> Actions:

> czijt54
980508 11:13 UTC C&W has fixed a problem in London. Therefor,

> the de-fault routes placed by JIPS-NOSC are working again so SJIII

> service has been resumed at 11:52. C&W are still working on the

> circuit between Leeds and London.

> Time to Fix: (Hours:Mins) 

>                

> Fix:

> History:

> cziaasl
980508 07:47 UTC The JIPS-NOSC and C&W  are investigating.

> cziaasl
980508 09:28 UTC The problem has been isolated to the link

> between London and Leeds being down.  C&W have confirmed this and are

> working to restore this link.

> The JIPS-NOSC  has re-routed the de-fault route for Leeds via

> Manchester so that SJIII service to the Leeds router and all sites

> feeding from it has been resumed at 10:15.

> cziaasl
980508 09:55 UTC The Manchester  and Bristol Core Routers are

> now unreachable from London,  C&W are investigating this problem.

Friday 8th May, 1998

Colin Perkins reports 10% loss between Bath and Exeter during today's meeting.

C.Perkins@cs.ucl.ac.uk said:

> 

>   Source        Response Dest    Overall     Packet Statistics For

> Traffic From 144.173.6.88    224.0.1.32       Packet      144.173.6.88

> To 224.2.245.205

>      |       __/  rtt  266 ms     Rate       Lost/Sent = Pct  Rate

>      v      /     hop   -7 s     -------     ---------------------

> 144.173.6.61    xsgml.ex.ac.uk 

>      |     ^      ttl   25        11 pps       10/78   = 13%   7 pps

>      v     |      hop 6297 ms     13 pps       80/754  = 11%   7 pps

> 193.63.110.100  noc.bath.ja.net 

>      |     ^      ttl   26        29 pps        0/68   =  0%   6 pps

>      v     |      hop  173 s      24 pps       -3/674  =  0%   6 pps

> 193.63.104.99   mbone.rl.ja.net 

>      |     ^      ttl   27        45 pps       -1/68   =  0%   6 pps

>      v     |      hop  -71 s      35 pps        0/677  =  0%   6 pps

> 193.63.94.99    mbone.ulcc.ja.net 

>      |     ^      ttl   27       176 pps        0/69   =  0%   6 pps

>      v     |      hop -101 s     139 pps        0/677  =  0%   6 pps

> 193.63.94.26    noc2.ulcc.ja.net 

>      |     ^      ttl   29        97 pps       -1/69   =  0%   6 pps

>      v     |      hop  -79 s      85 pps        0/677  =  0%   6 pps

> 128.40.22.218   mrouter.ucl.ac.uk 

>      |     ^      ttl   29       105 pps        0/70   =  0%   7 pps

>      v     |      hop   80 s      95 pps       -1/677  =  0%   6 pps

> 193.63.58.2     pluto.cs.ucl.ac.uk 

>      |     ^      ttl   29       158 pps        0/70   =  0%   7 pps

>      v     |      hop -448 ms    148 pps        0/678  =  0%   6 pps

> 128.16.48.10    128.16.64.9     ess3.cs.ucl.ac.uk 

>      |      \__   ttl   29       158 pps        ?/70           7 pps

>      v         \  hop  372 ms    148 pps        ?/678          6 pps

> 128.16.64.45    128.16.64.45

>   Receiver      Query Source

Wednesday 13th May, 1998.

Gary reports "strange" audio problems. Various emails

follow, but there seems no real evidence that the fault

is network related. Various people suggest that audio

cards may have failed, but it remains odd....

G.B.Stringer@exeter.ac.uk said:

>  A wierd problem has appeared within the last week on our Win95

> versions of  rat, as follows:

> * Audio received on the w95 PC has crackle/distortion - enough to make

> even 

>   English difficult to understand. The same audio signal received on

> an Indy 

>   is heard very clearly - no distortion of crackle.

> * Audio sent from the same PC (or an Indy) has no crackle when

> received by an 

>   Indy, but has crackle when heard by another PC.

> * rat indicates that there is no instantaneous loss , and the network

> here 

>   looks lightly loaded. There's no sign of obvious loss (ie dropouts),

> and it 

>   *sounds* more like an audio codec problem...

> The versions of rat on the PCs (3.0.24s1) had not changed since the

> problem  appeared, though we have since tried different versions

> (W-95:3.0.25s1, etc;  IRIX:3.0.22, etc.) and this seems to make no

> difference. We've also tried  different audio encodings, but with no

> effect. Both the PCs play .wav files  with no distortion. The hardware

> has not changed since the first Mandarin  session, which had perfect

> audio.

> We also tried NetMeeeting (bleah) on the same PCs, and it seems to

> suffer from  exactly the same problem. Can't test it on the Indys,

> though ;^)

> The problem is making the Mandarin classes *very* difficult for our

> students,  as you can imagine, so any suggestions, comments or

> (hopefully) solutions  would be gratefully received! 

> Note that the PCs were OK in Friday's PIPVIC meeting, but had problems

> by noon  Tuesday (Mandarin class).

> In anticipation and hope...

> Gary

> PS I've been told that Louise's PC suffered similar problems in the

> last  PIPVIC meeting -- if this is true, how was it solved?

> PPS I noticed a note in one of the mbone mailing lists that there was

> a rogue  broadcast being pumped out of the US on the sdr default

> address - could this  possibly affect things in the same way as our

> rogue router affected the Indys  in the past???

C.Perkins@cs.ucl.ac.uk said:

> Kind-of an obvious suggestion, but have you tried replacing the

> headset and/or soundcard? It sounds like a dodgy connection

> somewhere...?

> Failing that, can you give more details of which sound card you're

> using?

> Colin

G.B.Stringer@exeter.ac.uk said:

> More suggestions...

> Isidor Kouvelas wrote: >

> When they all worked in the past was the source of the audio comming

> from the

> same machine that is now creating problems or did they receive fine

> from

> another machine?

>  They interworked happily with other machines in the PIPVIC meeting,

> and with  all participants in the first Mandarin lesson. They now seem

> to garble *any*  incoming audio, irrespective of source, but all

> transmit OK. The same audio  heard on an Indy is free from distortion.

> The only machine that changed, Nac's PC, was switched off during some

> of our  tests this morning, so could not have affected the audio

> directly, unless it  caused some permanent change to win95/rat on

> other PCs...

> Then Louise said: >

> Bearing in mind that rat is still updated very often, and that the

> latest 

> changes affected silence suppression and such things, it might be

> worth 

> checking your rat version. Do you know which one you're using? > We've

> tried all sorts - we stuck with the ones we knew had worked in the

> first  Mandarin lesson (3.0.24s1) to start with, then tried various

> mixtures,  including downgrading the Indy's to 3.0.22 and trying PC

> versions 3.0.24,  2.0.25s1, etc. Maybe some older versions would be

> useful to try...

> And Colin joined in with:

> You're sure that no other software was installed on the machines? I'm

> wondering if something has "upgraded" one of the shared libraries

> (sorry,

> DLLs, can't use the standard term the rest of the world has been using

> for

> 20 years, this is a new Microsoft concept after all....), and this has

> broken rat?

> No, nobody has installed any software on the unchanged PC since the

> audio  worked. Looking at last modification dates (though they're not

> reliable for  installed s/w), nothing has changed except a few cache

> files and the pnp ini  file for the winTV card, which is identical to

> its backup, and seems to be  recreated regularly anyway.

> Alternatively, anything strange going on on the network? Are the PCs

> all on

> the same ethernet segment, for example? Could be a network problem?

> What

> happens with rat if you run it loopback to yourself, without using the

> net?

> Can you do "rat -allow_loopback 127.0.0.1/234" and see if that works? >

>  Yes, just tried the loopback, and still the same problem. We've asked

> Ian to  check the network traffic for anything unusual, but a first

> glance shows  nothing in particular.  We'll also run tests sometime

> with Ian, who is in a  different building on a different segment.

> We tried running all the machines on a separate segment, but of course

> the W95  machines just panicked and froze.

> We do need to test the machines with vat (half-duplex), which we'll

> try when  we get the chance.

> Given your comment, Colin, that you didn't realise that the AWE64

> worked, it  may well have been sheer luck, coincidence or miracle that

> we got good audio  out of them. As I said, we've got some Diamond

> cards due to arrive tomorrow,  so we'll use those until we can get the

> AWE 64s working at a later date (I'm  conscious of a large pile of

> essays and projects needing to be marked...)

> Thanks for all your suggestions!

> Gary

C.Perkins@cs.ucl.ac.uk said:

> --> Gary Stringer writes: >Given your comment, Colin, that you didn't

> realise that the AWE64 worked, it  >may well have been sheer luck,

> coincidence or miracle that we got good audio  >out of them. As I

> said, we've got some Diamond cards due to arrive tomorrow,  >so we'll

> use those until we can get the AWE 64s working at a later date (I'm  >

> conscious of a large pile of essays and projects needing to be

> marked...)

> Just to clarify... I know of no reason why an AWE64 should work any

> differently to the other SoundBlasters. The reason for my comment was

> that we don't have any AWE64 cards here, and so haven't tested them.

> Colin

a.sasse@cs.ucl.ac.uk said:

>  >Any other suggestions...

> Only the radical ones other helpless PC users would come up with (you

> know in hell, they only have PCs with CTTL, ALT and DELETE keys

> removed).  

> Since it affects other audio tools as well, my first thought, like

> Colin's, was "hardware problem".  If you have another card available,

> you could swap it to make sure it's nothing else along the line.  If

> the other card works, you know there's nothing wrong with the rest of

> the setup.  It's not  impossible for cards to blow up ...

> Or try and re-install the audio card and driver - on a PC, it's

> perfectly possible that it got mucked up by something else (ie some MS

> program going round and changing things when it feels like it).

> Angela

C.Perkins@cs.ucl.ac.uk said:

> --> Gary Stringer writes: >On Wed, 13 May 1998 18:48:39 +0100 Colin

> Perkins <C.Perkins@cs.ucl.ac.uk> wrote: >> Kind-of an obvious

> suggestion, but have you tried replacing the headset >> and/or

> soundcard? It sounds like a dodgy connection somewhere...? >>  >Sorry,

> should have made it clear that *both* PCs began to suffer the same  >

> problem around the same time, so it would seem not to be loose

> connections or  >faulty hardware.  

> So, what else did you install on those PCs? I'd say Angela is right,

> something  else must have affected the sound driver...

> >> Failing that, can you give more details of which sound card you're

> using? >Both AWE64; both worked fine until early this week.

> Cool, didn't know rat worked at all with those cards... 

> Colin 

G.B.Stringer@exeter.ac.uk said:

> Getting desperate...

> On Thu, 14 May 1998 08:44:59 +0100 Angela Sasse <a.sasse@cs.ucl.ac.uk>

> wrote:

> Only the radical ones other helpless PC users would come up with (you

> know in

> hell, they only have PCs with CTTL, ALT and DELETE keys removed).  

> 

> Since it affects other audio tools as well, my first thought, like

> Colin's,

> was "hardware problem".  If you have another card available, you could

> swap it

> to make sure it's nothing else along the line.  If the other card

> works, you

> know there's nothing wrong with the rest of the setup.  It's not 

> impossible for cards to blow up ... > We've now done 'extensive

> tests', and have come to the conclusion that the  NetMeeting problem

> is less pronounced and audibly different to the rat  problem; changing

> the audio codec for NetMeeting improved the situation.   Playing .wav

> files has never shown the problem. So it looks as though the  problem

> is rat-specific.

> We've now also tried the Ensoniq AudioPCI and it appears not to suffer

> the  problem, though a SB16pro does have the crackle. This made us

> think that it  was perhaps a soundblaster/full-duplex problem, though

> the effect is still  there when running rat in half-duplex/

> push-to-talk.  >

> Or try and re-install the audio card and driver - on a PC, it's

> perfectly

> possible that it got mucked up by something else (ie some MS program

> going

> round and changing things when it feels like it).

>  Again, we've thought of this - the only thing that has changed on the

> PC is a  pnp settings file for the WinTV card, which is identical to

> its backup, and is  created automatically on boot. There're no

> apparent conflicts with IRQs, etc.   We've now reinstalled the very

> latest drivers from Creative, to no effect.

> The mystery is still that three of our PCs began to show the symptoms

> at the  same time, at least one of them without being explicitly

> changed; all worked  without problems beforehand. One of the PCs has

> had a new motherboard in the  recent past, though quite how that could

> have affected the other two, I can't  imagine.

> We've just put in an emergency order for two Diamond cards, as a

> standby, as  it is rapidly looking as though it's a

> soundblaster-specific problem.  I'll also try the Gravis as soon as I

> can. Incidentally, according to  Creative's web pages, they are now

> marketing the Ensoniq AudioPCI, and have a  new own-brand PCI card

> too...

> Gary

C.Perkins@cs.ucl.ac.uk said:

> --> Gary Stringer writes: >Getting desperate... > >On Thu, 14 May 1998

> 08:44:59 +0100 Angela Sasse <a.sasse@cs.ucl.ac.uk> wrote: >> Only the

> radical ones other helpless PC users would come up with (you know in >>

>  hell, they only have PCs with CTTL, ALT and DELETE keys removed).   >>

>   >> Since it affects other audio tools as well, my first thought,

> like Colin's, >> was "hardware problem".  If you have another card

> available, you could swap it >> to make sure it's nothing else along

> the line.  If the other card works, you >> know there's nothing wrong

> with the rest of the setup.  It's not  >> impossible for cards to blow

> up ... >> >We've now done 'extensive tests', and have come to the

> conclusion that the  >NetMeeting problem is less pronounced and

> audibly different to the rat  >problem; changing the audio codec for

> NetMeeting improved the situation.  

> That confuses me, since the choice of codec shouldn't really affect

> how the program writes to the audio device...

> >Playing .wav files has never shown the problem. So it looks as though

> the  >problem is rat-specific.

> Or full-duplex specific. Playing .wav files is a half-duplex activity,

> rat is full-duplex. Have you tried vat on the same machine? That's

> also half duplex...

> >We've now also tried the Ensoniq AudioPCI and it appears not to

> suffer the  >problem, though a SB16pro does have the crackle. This

> made us think that it  >was perhaps a soundblaster/full-duplex

> problem, though the effect is still  >there when running rat in

> half-duplex/push-to-talk. 

> The so-called "push-to-talk" mode of rat makes no difference

> what-so-ever to the full/half duplexness (duplexity?) of rat. If you

> have a full-duplex sound driver rat will always run in full duplex

> mode.

> This seems to be a common misunderstanding: holding down the right

> button to talk is _exactly_ the same as clicking unmute to start

> talking, and clicking again to stop. 

> >> Or try and re-install the audio card and driver - on a PC, it's

> perfectly >> possible that it got mucked up by something else (ie some

> MS program going >> round and changing things when it feels like it). >

> >  >Again, we've thought of this - the only thing that has changed on

> the PC is a  >pnp settings file for the WinTV card, which is identical

> to its backup, and is  >created automatically on boot. There're no

> apparent conflicts with IRQs, etc.   >We've now reinstalled the very

> latest drivers from Creative, to no effect. > >The mystery is still

> that three of our PCs began to show the symptoms at the  >same time,

> at least one of them without being explicitly changed; all worked  >

> without problems beforehand. One of the PCs has had a new motherboard

> in the  >recent past, though quite how that could have affected the

> other two, I can't  >imagine.

> You're sure that no other software was installed on the machines? I'm

> wondering if something has "upgraded" one of the shared libraries

> (sorry, DLLs, can't use the standard term the rest of the world has

> been using for 20 years, this is a new Microsoft concept after

> all....), and this has broken rat?

> Alternatively, anything strange going on on the network? Are the PCs

> all on the same ethernet segment, for example? Could be a network

> problem? What happens with rat if you run it loopback to yourself,

> without using the net? Can you do "rat -allow_loopback 127.0.0.1/234"

> and see if that works?

> >We've just put in an emergency order for two Diamond cards, as a

> standby, as  >it is rapidly looking as though it's a

> soundblaster-specific problem.  >I'll also try the Gravis as soon as I

> can. Incidentally, according to  >Creative's web pages, they are now

> marketing the Ensoniq AudioPCI, and have a  >new own-brand PCI card

> too... > >Gary >---------------------- >Gary Stringer - Arts Computing

> Officer >Pallas, Computing in the Arts at University of Exeter, UK >

> mailto:G.B.Stringer@exeter.ac.uk 

L.Clark@cs.ucl.ac.uk said:

> Gary,

> Bearing in mind that rat is still updated very often, and that the

> latest  changes affected silence suppression and such things, it might

> be worth  checking your rat version. Do you know which one you're

> using?

> Kris: is it possible to have one of the older rat versions back so we

> can  check that it isn't in hte lastest code that the problem lies?

> Louise

I.Kouvelas@cs.ucl.ac.uk said:

>  >The mystery is still that three of our PCs began to show the

> symptoms at the  >same time, at least one of them without being

> explicitly changed; all worked  >without problems beforehand. One of

> the PCs has had a new motherboard in the  >recent past, though quite

> how that could have affected the other two, I can't  >imagine.

> When they all worked in the past was the source of the audio comming

> from the same machine that is now creating problems or did they

> receive fine from another machine?

> I 

Thursday 14th May, 1998.

The NOSC report MBone failure in Edinburgh. Blamed

on a power failure.

operations@ulcc.ac.uk said:

> Ticket Number: 980514-4                    Ticket Status: CLOSED

> Ticket Type  : Unscheduled                 Ticket Source: JANET OPS

> Ticket Scope : Mbone                       Site/Line    : Edinburgh

> Ticket Owner : JANET OPS                   Problem Fixer: Edinburgh

> Ticket Opened: 980514 14:40 UTC            Problem Start: 980514 14:19

> UTC Ticket Update:                              Ticket Closed: 980514

> 14:58 UTC            Problem Ends : 980514 14:53 UTC

> Ticket Summary: MBone Edinburgh is currently down

> Problem Description:

> Our monitoring tools show that the Edinburgh MBone is currently down.

> Affected: 

> All sites feeding from the Edinburgh MBone

> Actions:

> cziaasl
980514 14:50 UTC We have asked Edinburgh to investigate.

> Time to Fix: (Hours:Mins) 

>                

> Fix:

> There was a power failure in the Edinburgh area. 

Tuesday 19th May, 1998.

A fault with   noc2.ulcc.ja.net causes session to be abandoned.

Gary phones Dave, Dave makes check and emails the NOSC, NOSC

start to respond with email reply within 6 minutes.

dap@aber.ac.uk said:

> Dear All,

> 
Following a phone call from Gary, confirmed by my own testing, I have

> reported a failure of

> 
noc2.ulcc.ja.net

> to JANET operations. They acknowledged my email withing 6 minutes !

> and report they are dealing with the problem under their reference

> JOD 1547.

> I'll pass on any more info when I receive it.

> Dave Price

Friday 22nd May, 1998.

Colin Perkins notes losses at various places that effected

the morning meeting.  "Seems that these are occuring on the tunnel

between noc.bath.ja.net and mbone.rl.ac.uk, and within UCL between

pluto.cs.ucl.ac.uk and mrouter.ucl.ac.uk. Not sure what's causing this.."

Dave Price also notes the fault and the importance of making sure

all is o.k. for the June Demo day.

C.Perkins@cs.ucl.ac.uk said:

> Hi,

> We're seeing bursts of packet loss which are affecting connectivity

> during the meeting this morning. Seems that these are occuring on the

> tunnel between noc.bath.ja.net and mbone.rl.ac.uk, and within UCL

> between pluto.cs.ucl.ac.uk and mrouter.ucl.ac.uk. Not sure what's

> causing this...

> Colin

>   Source        Response Dest    Overall     Packet Statistics For

> Traffic From 193.60.11.36    224.0.1.32       Packet      193.60.11.36

> To 224.2.245.205

>      |       __/  rtt 2089 ms     Rate       Lost/Sent = Pct  Rate

>      v      /     hop  -18 s     -------     ---------------------

> 193.60.11.33    144.124.34.30   trolloped.aber.ac.uk 

>      |     ^      ttl    2        46 pps        0/196  =  0%  13 pps

>      v     |      hop -118 s      27 pps        0/743  =  0%   9 pps

> 144.124.16.6    dir.aber.ac.uk 

>      |     ^      ttl   26        46 pps       -6/196  = -2%  13 pps

>      v     |      hop  134 s      27 pps        2/743  =  0%   9 pps

> 193.63.110.100  noc.bath.ja.net 

>      |     ^      ttl   27        50 pps       23/202  = 11%  13 pps

>      v     |      hop  160 s      31 pps       29/741  =  4%   9 pps

> 193.63.104.99   mbone.rl.ja.net 

>      |     ^      ttl   28        58 pps        6/179  =  3%  11 pps

>      v     |      hop  -63 s      44 pps        6/712  =  1%   9 pps

> 193.63.94.99    mbone.ulcc.ja.net 

>      |     ^      ttl   28       158 pps        1/173  =  1%  12 pps

>      v     |      hop  -96 s     150 pps        0/706  =  0%   9 pps

> 193.63.94.26    noc2.ulcc.ja.net 

>      |     ^      ttl   30       109 pps        1/172  =  1%  12 pps

>      v     |      hop  -67 s      97 pps        1/706  =  0%   9 pps

> 128.40.22.218   mrouter.ucl.ac.uk 

>      |     ^      ttl   30       129 pps       21/171  = 12%  12 pps

>      v     |      hop   69 s     113 pps       21/705  =  3%   9 pps

> 193.63.58.2     pluto.cs.ucl.ac.uk 

>      |     ^      ttl   30       155 pps        0/150  =  0%  11 pps

>      v     |      hop  958 ms    156 pps        0/684  =  0%   9 pps

> 128.16.48.10    128.16.64.9     ess3.cs.ucl.ac.uk 

>      |      \__   ttl   30       122 pps        ?/150         11 pps

>      v         \  hop  627 ms    123 pps        ?/684          9 pps

> 128.16.64.45    128.16.64.45

>   Receiver      Query Source

dap@aber.ac.uk said:

> Dear All,

> 
Just to document what we have all noticed, mrouter.ucl.ac.uk failed

> at about 11.00am. It would not even answrr "pings" from Aberystwyth

> and I gather that UCL lost unicast connectivity to the machine inside

> UCL as well. Perhaps the machine crashed and rebooted. Colin agreed to

> chase things internally, especially due to the critical nature of the

> router in regard to the major demo.

> Dave Price 
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